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Abstract: An important task of designing complex computer systems is to ensure high reliability. Many authors investigate this problem and solve it in various ways. Most known methods are based on the use of natural or artificially introduced redundancy. This redundancy can be used passively and/or actively with (or without) restructuring of the computer system. This article explores new technologies for improving fault tolerance through the use of natural and artificially introduced redundancy of the applied number system. We consider a non-positional number system in residual classes and use the following properties: independence, equality, and small capacity of residues that define a non-positional code structure. This allows you to: parallelize arithmetic calculations at the level of decomposition of the remainders of numbers; implement spatial spacing of data elements with the possibility of their subsequent asynchronous independent processing; perform tabular execution of arithmetic operations of the base set and polynomial functions with single-cycle sampling of the result of a modular operation. Using specific examples, we present the calculation and comparative analysis of the reliability of computer systems. The conducted studies have shown that the use of non-positional code structures in the system of residual classes provides high reliability. In addition, with an increase in the bit grid of computing devices, the efficiency of using the system of residual classes increases. Our studies show that in order to increase reliability, it is advisable to reserve small nodes and blocks of a complex system, since the failure rate of individual elements is always less than the failure rate of the entire computer system.

Index Terms: Reliability, Fault Tolerance, Non-Positional Number System, Residual Classes, Computer System.
1.  Introduction

The modern stage in science and technology is distinguished by the need to implement increasingly complex computational problems that require timely and reliable real time solutions [1-3]. However, a volume and complexity of the tasks outstrips the pace of increasing power of existing computer systems (CS) of general and special purpose, functioning in positional binary number system (PNS). In this aspect, the main directions of improving CS in PNS are increasing user productivity and, primarily, reliability of their functioning [4-7]. Ensuring the fault-tolerance property of

a computing system can increase the reliability of its operation.

The reserves for increasing the user performance (speed) of computing in PNS is the use of CS created on the principle of parallelizing the problem (algorithm) at the level of micro-operations [8]. The concept of parallelism potentially increases the performance of CS. Theoretical, experimental and industrial researches in this area have made it possible to substantiate basic principles for constructing parallel computing systems, e.g. the creation of super-parallel computing systems based on the principles of data processing in non-positional number system in residue number system (RNS). Further increasing the computing power of the CS is currently associated with the use of such non-positional code data structures.

The fault tolerance property provides an ability to perform specified computational functions after failures, both by reducing the functioning quality within acceptable limits (e.g. by gradual degradation) and without deteriorating the functioning quality of computer system. Thus, taking into account the foretold, it is a relevant task to develop methods for improving fault tolerance in the process of functioning CS.

Currently, the main methods that are widely used in the construction of fault-tolerant CS in PNS is structural redundancy. There is a large number of different redundancy methods, but any of them is characterized by significant structural redundancy. Even when correcting single errors, it is most often necessary to increase the number of CS equipment by at least three times. Such a high structural redundancy is explained by the following: using redundancy leads to ignoring all the properties of specific types of CS [8-10].

Let make a brief view in the modern literature [4,7,9]. Firstly, the use of positional binary number system as the number system does not allow a radical increasing in the performance and fault tolerance of computer system. Secondly, there are results of basic research and specific technical developments that show the possibility of significantly increasing the speed of implementing integer arithmetic operations of addition, multiplication and subtraction by using non-positional number system residue number system. This is achieved by using the properties of RNS, i.e. independence, equality and low bit depth of the residues that determine non-positional code structure (NPCS). It allows to parallelize arithmetic calculations at the level of decomposition of the remainders of numbers; implement spatial diversity of data elements with the possibility of their subsequent asynchronous independent processing; perform tabular execution of arithmetic operations of the basic set and polynomial functions with a single-cycle sample of the result of modular operation. The above significantly improves the performance of the computer system [11-13].

However, the lack of the results of basic research on the use of RNS to increase fault tolerance hinders finding a solution to significantly increase the reliability of the operation of the computer systems. The main problem solved in this article is to increase the reliability and fault tolerance of a computer system operating in residual classes. This is an actual field of computer science research, which has many practically important applications.

The goal of the article is to increase an operation reliability of the CS by using the result of synthesizing fault tolerant computing structures in RNS.

2.  Background

Suppose that at the design stage it is necessary to provide the necessary (predetermined) level of reliability of the computing system. It is possible to increase (ensure) reliability if the computer system will have a certain property, the use of which will allow it to be done. Such a property is defined and called fault tolerance [4,5,7]. The concept of fault tolerance can be understood as the property of the computer system to ensure its operational state in case of failures of the elements included in their composition.

In the definition of the term fault tolerance there are three main aspects of its use [8,9,14,15]:
· The fault tolerance property is laid down by the developers during the design of the computer system in order to increase its reliability; at the same time, the necessary level of fault tolerance is achieved mainly when using redundant (additional) technical means (introducing artificial structural and (or) other redundancy) in comparison with the necessary minimum to perform all the required functions of the computer system and components in full;

· The use of fault-tolerance properties allows to save the full or partial performance of the computer system;

· It is believed that the failure of the elements of the computer system is not associated with exposure not provided for by the operating conditions.

In the most cases, developers are interested in the fact of ensuring fault tolerance only while maintaining full operability, i.e. without reducing the quality of the computer system functioning. In the future, when considering the concept of fault tolerance, we will be interested only in such option for the operation of computer systems and components.

To provide the computer system with the fault tolerance property, at the design stage, it is necessary to provide not only an introduction and use of artificial redundancy (AR), i.e. use of various types of redundancy: structural, informational, functional, temporary and load, but also to identify and use the possible natural (“natural” available redundancy) redundancy (NR). In this regard, the main designer’s task to ensure the necessary level of fault tolerant operation of CS is to determine and use the existing internal reserves (IR) of computer systems for fault tolerance at the 

pre-design stage, due to the used number system and, with this in mind, further select and apply the necessary reservation methods (introduction of IR). Accounting and use of NR will increase the reliability of computer systems and components.

There are the definitions of primary and secondary redundancy as applied to computing devices [16-18]. In this aspect, the primary redundancy is determined due to used number system in the computer system. Obviously, the secondary redundancy is determined due to the application of traditional backup methods widely used in various information systems to improve their individual characteristics. Primary redundancy for computer system coincides with the concept of natural redundancy of information processing systems, and secondary redundancy coincides with the concept of artificial redundancy. The need for the addition and uses of secondary redundancy is due to the requirements for the characteristics at the design stage of the computer system. Note that the selected and used number system significantly affects the following characteristics [13,18-21]: 
· Structure (architecture) of CS; 

· Principles of information processing (to a greater extent on methods and algorithms for performing arithmetic operations); 

· Requirements for the use of the new element base; 

· System and user performance of CS; 

· Reliability, survivability, fault tolerance, operational characteristics and indicators of computer system, etc.

Quantitatively, a volume 
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of computer systems and components equipment due to the presence of primary redundancy (the presence of redundancy only due to the used number system) is slightly less than a volume of equipment 
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 in the presence of natural redundancy (redundancy due not only to the used number system). The volume of additional equipment 
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determined by the presence of secondary redundancy fully coincides with the volume of equipment 
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due to the presence of artificial redundancy. An analysis of the number system influence on the structure and individual characteristics of computer system showed that it is completely correct to assume that 
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 [4,8,9].

In the traditional approach to the choice of the positional number system base, it is first necessary to ensure the following condition:
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However, the fulfillment of the condition (1) is not always valid when developing computational structures, when a priori the problem arises of improving some characteristics of the computer system. It is possible that the option of constructing a computer system based on the fulfillment of condition (1), when solving the problem of increasing reliability, is not at all advisable. This feature is clearly manifested when used as number system, for example, residue number system.

It is known [11,13,21,22] that non-redundant computer system in residue number system contains ( (15-20)% more equipment 
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 than the computer system in positional binary number system with the same given bit grid without taking into account the addition of secondary redundancy. As preliminary studies have shown, in order to achieve a given level of fault tolerance of the computer system in residue classes, ( 50% less number of equipment is required than for system in positional binary number system. However, the lack of practical results of the synthesis of fault-tolerance computer system in RNS does not make it possible to show the efficiency of using non-position code structure to increase the reliability of computer system.

Thus, the results of a comparative analysis of well-known publications show that the known solutions do not allow to fully ensure the reliability and fault tolerance of computer systems. Known redundancy based approaches require very high excess. This requires unreasonably high hardware and software costs.

By studying and developing methods to improve the computer system reliability, it is expedient and convenient to divide the concepts of fault tolerance into two components, i.e. use two separate concepts: natural fault tolerance (NF) and artificial fault tolerance (AF). The introduced terms are conveniently used in the analysis and synthesis of reliable structures of computer systems [8,9,14]. These concepts quite fully reflect the essence of calculation methods and reliability increase.

Definition 1. Natural fault tolerance of computer system is a system property to maintain a workability by using only natural redundancy.

Definition 2. Artificial fault tolerance of computer system is a property incorporated in the design of computer system, the use of which allows to maintain a workability in the case of elements failures due to the use of both natural and artificial redundancy.

Obviously, natural fault tolerance determines an initial (existing) level of computer system reliability, and artificial fault tolerance determines the total (necessary) level of reliability. A general task of improving reliability can be formulated as the task of ensuring the fault tolerance of the computer system due to the simultaneous use of two types 

of fault tolerance. Improving fault tolerance, as one of the properties of computer system reliability due to the use of natural and artificial redundancy can be implemented by the method of passive or active fault tolerance.

Definition 3. The method of passive fault tolerance (PFT) is a way to increase fault tolerance by using both natural and artificial redundancy without restructuring (permanent redundancy) of the computer system structure. This method is used at the design stage to increase the computer system reliability to a predetermined (necessary) level of reliability.

Definition 4. The method of active fault tolerance (AFT) is a way to increase fault tolerance by using both natural and artificial redundancy by restructuring (dynamic backup) the structure of the computer system. This method is also used at the design stage to increase the computer system reliability to a predetermined (necessary) level of reliability.

3.  Synthesis of CS Structure in RNS 

To calculate and comparative analyze the operational reliability of the computer system in PNS and RNS, we will conduct the synthesis of CS structure in RNS.

Let it be necessary to synthesize computer system in RNS for 
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- byte bit grid. Obviously, the results of solving the synthesis problem of computer system in residue classes will substantially depend on the type of structural reservation, i.e. constant or dynamic (AFT). Therefore, it is expedient to separately solve the problems of synthesizing the CS structure in RNS in the case of constant or dynamic structural redundancy. In [13,18], studies were carried out to increase the reliability of the CS based on the use of the method of active fault tolerance (dynamic structural redundancy) in RNS. The results of calculations and comparative analysis showed the high efficiency of the use of NCS in RNS to increase the reliability of the CS. 

This article solves the problem of increasing the reliability of the CS by taking into account the results of the synthesis of CS structure in RNS, based on the use of the method of passive fault tolerance (permanent structural redundancy). In order to solve the problem of synthesizing the CS structure in RNS, in the case of constant structural redundancy with a loaded reserve without restoring a failed element, we determine a concept of the state vector 
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of a redundant computer system in RNS. In this case, the role of the elements of the redundant system is played by computing paths (CP) for each module 
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 indicate the multiplicity of the reservation of a separate CP of computer system in residue classes by the corresponding module (when the value of the main CP equals to 
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, there are no redundant computing paths).

The task of synthesizing computer system in residue classes is formulated as follows: from the whole set 
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of possible values of the state vector, it is necessary to determine the only reserve composition vector at which the reliability of the computer system in residue classes 
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 would reach the maximum possible value.

Obviously, the solution to this synthesis problem is directly related to the formulation and solution of the inverse optimal reservation problem in residue classes. The inverse problem of optimal reservation in residue classes is formulated as follows: it is necessary to determine a vector 
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of reserve composition for which
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, at acceptable costs, the maximum probability of fault tolerant operation 
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 would be achieved. Mathematically, this problem can be represented as follows:
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where the 
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 is an i-th component of the vector 
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of the redundant computing system with modulo
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 of residue classes, which numerically characterizes a number of redundant computing paths connected to the main (working) computing path for this module (base) of residue classes; 
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 is a number of bases
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is a probability of fault tolerant operation of the redundant system with modulo
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 in residue number system; 
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is a failure rate of a conventional unit of equipment of the computer system, assigned to one binary digit of the bit grid of the computer system; 
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 is a number of binary digits needed to represent a module (the relative "cost" of one computing path in absolute value, expressed in binary digits; a value 
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 is a  set limit on the cost of the system when solving the inverse optimal reservation problem in residue number system).

As the secondary redundancy in positional number system, to calculate and compare CS in RNS, we take the majority three-channel computing system, consisting of three same types 
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discharge computing systems. This is the most widely used at present to increase the reliability of the computer system. In this case, without considering the reliability of the majority part, the amount of equipment is equal to 
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conventional units. We note that the 

probability of fault tolerant operation of a three-channel computing system in positional number system (without taking into account the reliability of the majority part) is equal to
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is a probability of the fault tolerant operation of a
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 byte computer system in residue classes. Note that 
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 is a difference between the permissible costs in positional number system and the costs necessary to build a fault tolerant computer system in residue classes (the 
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 values of the permissible restrictions on the creation of a redundant computer system in residue classes).

To solve the inverse problem (2) of optimal reservation formulated in the article in residue number system, a dynamic programming method is recommended in the literature. The approach using this method is very flexible for solving problems associated with multi-stage selection. In addition, the dynamic programming method due to the fact that the solutions are recurrence relations is very convenient for performing calculations for large numbers on a computer. To solve the inverse optimal reservation problem, when using dynamic programming, it is necessary to leave the main functional equation in the form:
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We introduce into consideration some function 
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. In this case, functional equation (3) can be written as:
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In view of the foregoing, a functional equation giving a recursive solution for the inverse optimal reservation problem in residue classes will be presented as follows:
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The algorithm for solving the inverse optimal reservation problem in residue number system:
· The optimal two-dimensional vectors of the reserve composition are determined for the first and second computing path of computer system in residue classes, corresponding to the modules 
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· The optimal three-dimensional reserve composition vectors for the third computing path are determined by modulo 
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 for all values of the cost indicator not exceeding the value
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· A similar process continues until the optimal 
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 of the reserve composition and the corresponding optimal vector for the value of the conditional cost indicator equal to 
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· An optimal value
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 is determined, which, together with the value of the vector
[image: image54.wmf]121

(,,,,,)

in

хххx

-

KK

, gives the optimal solution to the problem.
4.  Examples
Let’s consider an example of solving the inverse optimal reservation problem in residue classes for a single-byte (
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, RNS consists of four modules (bases). Table 1 presents a data for solving the inverse problem of optimal reservation in RNS of various 
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Table 1. Initial Data for Solving the Inverse Optimal Reservation Problem in Residue Number System 
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For the value 
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For the value
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In order to obtain a solution to the inverse problem of optimal redundancy in residue number system while 
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 is a probability of fault tolerant operation of the equipment, assigned to one binary 
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Let’s pre-calculate the values of the unreliability indicator, i.e. we calculate the values of the failure probability 
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Table 2. Initial Data for Solving the Optimal Reservation Problem for the Value 
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In the further calculations of reliability, we use an approximate expression of the form:
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In accordance with the above algorithm for solving the inverse optimal reservation problem in residue classes and based on the initial data shown in Tables 1 and 2, for the value 
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Table 3. The Result of Solving the Optimal Reservation Problem 
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Table 3 also presents the results of solving the inverse optimal reservation problem in residue classes for the values 
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In order to verify the correctness of the results of solving the inverse optimal reservation problem in residue classes, the article presents calculated values 
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 (Table 5-9) was performed. The results of the comparative analysis showed the correctness of the obtained results of solving the inverse optimal reservation problem in residue classes.
Table 4. Analytical Ratios 
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Table 5. Data to Verify the Solution of the Inverse Optimal Reservation Problem in Residue Classes for 
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Table 6. Data to Verify the Solution of the Inverse Optimal Reservation Problem in Residue Classes for 
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Table 7. Data to Verify the Solution of the Inverse Optimal Reservation Problem in the Residue Classes for 
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Table 8. Data to Verify the Solution of the Inverse Optimal Reservation Problem in Residue Classes for 
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Table 9. Data to Verify the Solution of the Inverse Optimal Reservation Problem in Residue Classes for 
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We evaluate an effectiveness of the computer system in RNS and PNS as a ratio of the reliability of two redundant computing systems. In reliability theory, there is a criterion for evaluating the effectiveness of redundancy. This criterion is a coefficient 
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 of reliability increase, and it is defined as the ratio of the failure probabilities of two redundant computer systems at a given operating time 
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The coefficient 
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characterizes the decrease in the failure probability of the computer system in residue classes compared to the computer system in positional number systems. The results of the calculation of values
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 are summarized in the table 3, which contains the results of solving the inverse optimal reservation problem in residue classes for 
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 bit grids. The results of solving this problem showed that the use of residue number system for 
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provides a higher value of the probability of fault tolerant operation
[image: image199.wmf]()

()

l

RNS

Рt

 than the method of tripling of the computer system widely used in positional binary number system. Note that with an increase in the value of the computer system
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bit grid, the efficiency of using residue classes increases. Structures of computer system in residue classes for 
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byte bit grids are presented in the Fig. 1 – 5.

Fig. 6 is a graphical representation of the main result obtained. These are the values of the coefficient of reliability improvement for all considered cases of 
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byte bit grids of the CS.
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Fig.1. Structural Diagram of Computer System in Residue Classes with l=1.
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Fig.2. Structural Diagram of Computer System in Residue Classes with l=2.
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Fig.3. Structural Diagram of Computer System in Residue Classes with l=3.
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Fig.4. Structural Diagram of Computer System in Residue Classes with l=4.
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Fig.5. Structural Diagram of Computer System in Residue Classes with l=8.
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Fig.6. Values of the Coefficient of Reliability Improvement for Different Cases.
The conducted studies show that the proposed approach really makes it possible to increase the reliability of computing systems and components. At the same time, with an increase in the bit grid, the coefficient of reliability increase also increases.

5.  Conclusion
Based on the research results presented in this article, the following main conclusions can be drawn.
1. This article presents a new method to increase the reliability of the computer system by using the available redundancy of the number system. The concept assumes that in the process of designing computer systems and components, accounting and possibility of using natural redundancy (account of used number system) and artificial redundancy (reservation methods) are made. The basis of these methods is PFT and AFT, which are based on the joint use of natural and artificial redundancy. This fact allows to set and solve the problem of achieving the required level of reliability at the design stage of the computer system for any applicable number system. With the combined use of natural and artificial fault tolerance, on the basis of known methods for improving reliability, the maximum value of the reliability of the CS, due to the total redundancy, can be achieved.

2. As an example of using the proposed concept, the CS in RNS is considered. For this purpose, the inverse problem of optimal redundancy in RNS for l-byte bit grids of the CS is formulated and solved. Based on the result of solving the problem, analytical relationships are obtained for calculating the probability of failure-free operation of the CS in RNS for l-byte 
[image: image209.wmf](1,4,8)

l

=

 bit grids, and the structures of the CS in RNS are synthesized.

3. The calculation and comparative analysis of the reliability of the CS in the RNS and the CS in PNS was made, which confirmed the high efficiency of using the NCS in RNS. The conducted studies have shown that, firstly, the use of non-positional code structures in RNS provides a higher reliability than the method of majority triaging of the same 

type of CS, which is widely used in PNS, and with a smaller, additional input amount of equipment; secondly, with an increase in the bit grid of the CS, which is typical for the modern trend in the development of computing systems and tools, the efficiency of using RNS increases. It should be noted that in RNS the primary structural redundancy is significantly manifested only in the presence of secondary structural redundancy.

4. Theoretically, the increase in the reliability of the CS in RNS is explained as follows. First, based on the properties of independence and equality of the remainders of the number, the totality of which determines the NCS, the structure of the CS in RNS is already initially a type of structural redundant system. Each of the elements (computing paths) of this redundant system operates independently of each other and in parallel in time according to its separate module 
[image: image210.wmf]i

m

. In PNS, this is equivalent to the fact that, as it were, smaller nodes of the CS system are reserved. Secondly, in accordance with the provisions of the general theory of reliability, in order to increase the reliability of the CS, it is advisable to reserve small units and blocks of a complex system, since the failure rate of the CS elements is always less than the failure rate of the entire CS. In this aspect, the CS in RNS, consisting of a set of individual secondary redundancy, will be more reliable than the equivalent CS in PNS.

The obtained research results can be used to improve the reliability of computer systems and components. In particular, the article shows that the redundancy of elements at the level of computational operations can reduce the probability of failure. This can be used in practice to improve computing devices operating in the system of residual classes. Thus, modeling of new computational components with increased operational reliability is a promising direction for further research.
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