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Abstract: COVID-19 hit the world unexpectedly, forcing humans to isolate themselves. It has placed the lives of 

people in jeopardy with its fury. The global pandemic had a detrimental effect on the worlds' education spheres. It has 

imposed a global lockdown, with a negative impact on the students' lives. Continuing regular classes on-campus was 

out of the question. At that moment, online learning came to us as a savior. The quality of online education was yet to 

be tested on a large scale compared to regular schooling. Educational data mining is a modern arena that holds promise 

for those who work in education. Data mining strategies are developed to uncover latent information and identify 

valuable trends that can increase students' performance and, in turn, contribute to the improvement of the educational 

system in the long run. This research mainly aims to identify a comparative analysis of the students' academic 

performance between online and on-campus environments and distinguish the significant characteristics that influence 

their academic endeavors. The impact of the factors on the students' performance is visualized with the help of the 

Decision Tree Classification Model. This paper will assist in giving a good overview that influences the distinguished 

factors on students' academic performance. Moreover, educators will also be benefited from this paper while making 

any important decision regarding the educational activity. 

 
Index Terms: Educational data mining, Data Analytics, Decision Tree, E-learning. 

 

 

1. Introduction 

COVID-19 has wreaked havoc on virtually every aspect of human activity. Not only has the outbreak increased the 

risk of infection-related death, but it has also had a significant impact on the global education system. While universities 

worldwide have adapted to academic changes brought about by the pandemic, some universities appear to be falling 

behind [20]. The universities had to conduct all the academic activities online such as taking the classes and lab 

remotely, taking the assessment, grading the students, and so on. It was entirely a new experience for both the students 

and faculty members. Switching to the online platform was mandatory. If they did not switch to the online platform, 

several problems would arise. One of the most significant setbacks is that the continuity of education would be 

interrupted, which will undoubtedly lead to a session jam; in general, the nation's overall growth would be at a standstill.  

Performance analysis is necessary to evaluate the students' academic progress in an online and on-campus 

environment. It helps to navigate the process for the advancement of the quality of education. Though there are many 

mailto:rifatibnalam50@gmail.com


 A Comparative Analysis among Online and On-Campus Students Using Decision Tree  

12                                                                                                                                                                         Volume 8 (2022), Issue 2 

differences between online and on-campus learning systems, a comparison is essential to determine the factors behind 

students' performance. This paper gives an analysis of students' evaluations in the online and on-campus semesters. It 

also distinguishes between online and on-campus students' performance in some particular core courses and the reasons 

behind their achieved marks. Various attributes will be considered while executing this comparison, giving a clear 

overview of the sectors that affect students' academic performance. Four distinct programming courses of the 

computing students were chosen for the study, allowing for coverage of students from freshman year to the final year of 

the undergraduate program. This paper is a part of a more extensive research, where in-depth analysis is also done on 

students' online academic performance. This research can be used as a light bearer if the educational environment needs 

to be shifted from online to on-campus or vice-versa. It can be used as a guide while making important decisions 

regarding academic matters, especially for computing students. 

The paper is divided into five sections, which are arranged in the following order: The introduction is in section 1, 

followed by a quick overview of the overall scenario of the education system in section 2, an analysis of the collected 

data, comparison, and the findings of this paper in section 3, section 4 contains the discussion about the outcomes found 

in section 3, and lastly, section 5 consists of the conclusion. 

2. Related Works 

The entire planet is confronted with the greatest challenge of the century. Coronavirus has put the entire world at a 

standstill. It has affected education, economics, and some other sectors deeply. Especially in the education sector, it has 

some severe impacts. Due to the global pandemic, all the educational institutions were suddenly shut down. Since then, 

everything has become online, from classes to offices, grocery shopping everything. This form of life is called the "new 

normal". Schools and universities are conducting classes, exams, presentations, viva, etc., all online.  At first, teachers 

and students became befuddled and uncertain about coping with the sudden situation that caused the closure of 

instructional activities. Still, everyone knew that the lockdown had taught them a lot about dealing with the emergence 

of such pandemics. It has paved the way for educational institutions to develop and embrace virtual learning [19]. The 

educational environment often uses data mining techniques to explore and evaluate student performance. Educational 

data mining is used to analyze educational or academic behaviors so that necessary measures can be taken to better the 

quality of education. Students' performance depends on several aspects such as personal, economic, social, and 

environmental behaviors [1]. [2] Many educational institutions use the experiment's outcome to generate a pattern of the 

students' behaviors and develop a new strategy to overcome the drawbacks of academic performance and improve the 

quality of education. [3] Classification is the way of developing a model that illustrates and categorizes data classes that 

are derived based on analyzing the training data (data object for the declared class labels). [4] There are various data 

mining techniques for classifying the students according to their overall performance, such as Naive Bayes, K-Nearest 

Neighbors, Decision Tree, Apriori algorithm, and many more. Clustering is similar to grouping objects in a particular 

cluster and divergent to other clusters' objects. [5] Various kinds of clustering algorithms are available such as K-means 

clustering, hierarchical clustering, mean shift clustering, density-based clustering, and so on. [6] used several 

classification algorithms such as C5.0, J48, CART, KNN, SVM, Naïve Bayes, and Random Forest on three different 

datasets from school, college, and virtually conducted classes. According to their findings, C5.0 and Random Forest 

performed best for all three datasets. [7] Conducted research on two online introductory computing courses 

(Introduction to Programming and Introduction to IT) from Open Universities Australia to evaluate the students' 

performance for a certain period. Their analysis was based on several attributes that may affect the overall students' 

academic performance.  A comparative study was conducted on students' performance in face-to-face and virtual 

classes. It was found that with proper planning and execution, it is possible to ensure the quality of education in online 

classes [8]. Virtual Learning Environments (VLEs) play a significant role in the educational sector during the global 

epidemic. It has made it more convenient for students and course instructors to attend classes from home; in other 

words, it has removed the barrier of location. Students can join the classes from any part of the world [9]. Several 

factors were used to analyze the most significant factors in the students' academic performance in online classes. Here 

many aspects of student grades in a MOOC were examined. They found that the best variables were those related to 

exercises of the MOOC while analyzing the performance of the students [10]. [11] used four classification algorithms, 

J48, Random Forest, PART, and Bayes Network Classifiers, to classify the students from three different colleges in 

India. According to them, Random Forest was more accurate (99%) than the other techniques. Twenty-two factors were 

taken into account while conducting the research, such as students' gender, grades, study hours, class attendance, 

admission category, and so on. [12] Applied Naïve Bayes to classify and K-means Clustering to evaluate students' 

academic performance, and 98.866% of accuracy was obtained to forecast the students' academic performance. Here the 

dataset was taken from the UCI website. Three different decision tree algorithms (ID3, C4.5, CART) were used by [13] 

for classification. Compared to C4.5 and ID3, the CART algorithm gained the highest classification accuracy. Moreover, 

the research implies that qualitative factors have a significant influence on the students' academic performance. Several 

attributes were considered, such as Students' Parent' Qualifications, Living Location, Economic State, Friends & 

Relative Support, Resource Accessibility, Attendance, and Academic results. [14] Conducted research using three 

different algorithms (K-Nearest Neighbour, SVM, and Decision Tree) to evaluate students' performance, and while 
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doing so, the authors achieved maximum accuracy with Decision Tree (95.65%). Various attributes were considered, 

such as Grade Point Average, Students' hometown, Major, Parents Job, and many more. [15] applied three different 

Educational Data Mining classification algorithms: Naïve Bayes, Neural Network, and Decision Tree for modeling and 

predicting students' performance, and better accuracy was observed using Naïve Bayes (85.7%). Multiple attributes 

were considered, such as GPA, Test Average, Assignment Submission, Participation Rate, Attendance, Lab Test, and 

Final Grades. Four different Educational Data Mining classification techniques such as Artificial Neural Network, 

Decision Tree, K-Nearest Neighbors, and Naïve Bayes were applied [16]. Among them, the Artificial Neural Network 

achieved the most accuracy (93.70%). However, when the number of classes increased, the decision tree was 

performing better than the rest. About 39 attributes were used, such as students' SGPA, gender, curriculum, assessment 

objective, course curriculum, admission policy, modern devices usage, internet speed, indoor and outdoor, medical 

facilities, and many more. All the data were collected from individual semesters of students' undergraduate programs. 

These data were taken by a survey that was a part of the Institutional Quality Assurance Program. This survey was 

organized by the University Grant Commission, Bangladesh. [17] Used four different Data Mining classification 

techniques: Neural Networks, Decision Tree, Support Vector Ma, chine (SVM), and Naive Bayes. Two different and 

independent data were compared in this paper: distance education and on-campus from Brazilian Public University on 

introductory programming courses. Among these four classifiers, the Decision Tree performed most accurately on both 

data sources. For classification, several attributes were used, such as age, gender, semester, the performance of the 

students' weekly activities, and so on. [18] Applied decision tree and clustering algorithms such as K-Means clustering. 

Dataset was taken from various courses of undergraduate programs from a particular university of Pakistan. Three types 

of decision trees were applied in between the range of 60.58-69.23% accuracy. 

According to [13, 14], [16, 17, 18], we found out that the Decision Tree gives the most accurate results. However, 

for a limited number of classes, Decision Trees are simple to use. They are the most straightforward to describe and 

comprehend. The majority of people are familiar with hierarchical trees, and a simple diagram will aid in 

communicating the findings. Decision Trees are very easy to interpret. People can get a gist of the tree just by giving it 

a look. A Decision Tree is probably the best place to start if to classify any dataset. It'll give a good overview, and it'll 

make the classification understandable. Decision Trees have simple features to define the most critical dimensions, 

manage missing values, and deal with outliers. Therefore, previous researchers have used this classification technique to 

overcome several classifying problems using Decision Trees. It immensely helps the educators to make crucial 

decisions while formulating new ideas and their implementation. That is why we are going with the Decision Tree to 

conduct this research.  

3. Data Collection and Analysis 

This section consists of the collection of the datasets with a brief analysis. Here, the datasets are obtained from the 

X University's students' academic reports of 4 different courses in two different semesters. One of them was held on-

campus, and the other one was conducted virtually. Several decision trees are also generated by using WEKA to 

identify the prominent factors that have significant impacts on students' academic performance. Then, a distinction is 

made among these two semesters based on the factors impacting students' academic performance. Weka's result 

summary for all courses is also compared. Table 1 demonstrates the sample size of the four courses in both online and 

on-campus environments of the computing students conducted on the four consecutive years of the undergraduate 

program.  

Table 1. Sample of Population 

Year Course name  Fall 2020-21 (Online) Fall 2019-20 (On-campus) 

1st Introduction to Programming (IP) 40 93 

2nd Object Oriented Programming- 1 (OOP1) 78 25 

3rd Object Oriented Programming- 2 (OOP2) 127 79 

4th Web Technologies (WT) 46 98 

 

The courses' results, including the entire breakdown of the Mid Term, Final Term, and Overall Grade, are available 

here. The grades are given based on the marks obtained by the students. In the online semester, 50% of the Overall 

Grade comes from the mid-term, and the other 50% comes from the final term. On the other hand, in the on-campus 

semester, the Overall Grade consists of 40% of the mid-term and 60% of the final term. Here, the grades start from 'F' 

and go all the way up to 'A+.' The grading policy works in the following way- 

Table 2. Range of the possible grades 

Marks 90-100 85-89 80-84 75-79 70-74 65-69 60-64 50-59 0-49 

Grades A+ A B+ B C+ C D+ D F 

 



 A Comparative Analysis among Online and On-Campus Students Using Decision Tree  

14                                                                                                                                                                         Volume 8 (2022), Issue 2 

A. Introduction to Programming (IP) Fall 2020-21 (Online) 

 

Fig.1. Attribute names and the quantity of IP Overall Grades, Fall 2020-21 

 

Fig.2. Weka summary report for the IP Overall Grades, Fall 2020-21 

 

Fig.3. Decision Tree for IP Overall Grades, Fall 2020-21 

According to the Decision Tree from fig 3, 'Final Assessment (20%)' got the highest priority for determining 

students' overall grades. The students' who got 'A+' obtained more than 12 in 'Final Assessment (20%)', greater than 9 in 

'Mid Performance (10%)' and 'Final Performance (10%)'. However, the students' who got 'D+' achieved less or equal to 
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12 in 'Final Assessment (20%), less or equal to 29 in 'Mid Assessment (40%)', less or equal to 13 in 'Final Viva (25%)' 

and greater than 19 in 'Final Quiz (25%)'. A similar process will be followed for explaining other grades as well from 

the Decision Tree. This description pattern is applied for illustrating the rest of the Decision Trees. 

B. Introduction to Programming (IP) Fall 2019-20 (On-campus) 

 

Fig.4. Attribute names and the quantity of IP Overall Grades, Fall 2019-20 

 

Fig.5. Weka summary report for the IP Overall Grades, Fall 2019-20 

 

Fig.6. Decision Tree for IP Overall Grades, Fall 2019-20
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C. Object Oriented Programming 1 (OOP1) Fall 2020-21 (Online) 

 

Fig.7. Attribute names and the quantity of OOP1 Overall Grades, Fall 2020-21 

 

 

Fig.8. Weka summary report for the OOP1 Overall Grades, Fall 2020-21 

 

Fig.9. Decision Tree for OOP1 Overall Grades, Fall 2020-21 

D. Object Oriented Programming 1 (OOP1) Fall 2019-20 (On-campus)
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Unfortunately, the final-term data of this course on-campus could not be retrieved due to the campus lockdown 

since the data were in hard copy and kept on campus. So only mid-term data is used for further works. 

 

 

Fig.10. Attribute names and the quantity of OOP1 mid-term Grades, Fall 2019-20 

 

Fig.11. Weka summary report for the OOP1 mid-term Grades, Fall 2019-20 

 

Fig.12. Decision Tree for OOP1 mid-term Grades, Fall 2019-20 

E. Object Oriented Programming 2 (OOP2) Fall 2020-21 (Online) 
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Fig.13. Attribute names and the quantity of OOP2 Overall Grades, Fall 2020-21 

 

Fig.14. Weka summary report for the OOP2 Overall Grades, Fall 2020-21 

 

Fig.15. Decision Tree for OOP2 Overall Grades, Fall 2020-21 

F. Object Oriented Programming 2 (OOP2) Fall 2019-20 (On-campus) 
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Fig.16. Attribute names and the quantity of OOP2 Overall Grades, Fall 2019-20 

 

Fig.17. Weka summary report for the OOP2 Overall Grades, Fall 2019-20 

 

Fig.18. Decision Tree for OOP2 Overall Grades, Fall 2019-20 

G. Web Technologies (WT) Fall 2020-21 (Online)
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Fig.19. Attribute names and the quantity of WT Overall Grades, Fall 2020-21 

 

Fig.20. Weka summary report for the WT Overall Grades, Fall 2020-21 

 

Fig.21. Decision Tree for WT Overall Grades, Fall 2020-21 

H. Web Technologies (WT) Fall 2019-20 (On-campus)



 A Comparative Analysis among Online and On-Campus Students Using Decision Tree  

Volume 8 (2022), Issue 2                                                                                                                                                                         21 

 

Fig.22. Attribute names and the quantity of WT Overall Grades, Fall 2019-20 

 

Fig.23. Weka summary report for the WT Overall Grades, Fall 2019-20 

 

Fig.24. Decision Tree for WT Overall Grades, Fall 2019-20 

I. Comparison between Fall 2020-21 (Online) and Fall 2019-20 (On-campus) 
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However, the course activities, grading criteria, and marks distribution in the online semester are not identical to 

those in the on-campus semester. Because it is not possible to keep the assessment measures the same for both online 

and on-campus semesters as some of the marking criteria had to be changed in the online semester. Hence, a slight 

modification in the grading system was essential. In this situation, the comparison is much more difficult. Therefore, 

combining several activities into a single action for both online and on-campus semesters was necessary. Besides, for a 

balanced comparison, the marks for all activities are needed to be similar. As a result, for the sake of a fair comparison, 

all the marks of the activities are converted to hundred percent. 

 

 

Fig.25. Comparison between attributes of IP in online and on campus. 

Fig 25 illustrates the comparison between the Fall 2020-2021 and Fall 2019-2020 semester of Introduction to 

Programming (IP). Here, all the course activities in the online semester are better than the on-campus semester. 

 

 

Fig.26. Comparison between attributes of OOP1 (Mid) in online and on campus. 

Fig 26 depicts the comparison of mid-term between the Fall 2020-2021 and Fall 2019-2020 semester of Object-

Oriented Programming 1 (OOP1). The final term data of Fall 2019-20 (on-campus) is missing, so the comparison is also 

made on mid-term only. In this course, online semesters' course activities for mid-term are also better than the on-

campus semester.  
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Fig.27. Comparison between attributes of OOP2 in online and on-campus 

Fig 27 illustrates the comparison between the Fall 2020-2021 and Fall 2019-2020 semester of Object-Oriented 

Programming 2 (OOP2). It gives a balanced outcome for this course between online and on-campus. For mid-term 

activities, students' of the online semester performed better than students' on-campus semester, whereas vice versa 

happened in final term course activities. 

 

 

Fig.28. Comparison between attributes of WT in online and on-campus 

Fig 28 demonstrates the comparison between the Fall 2020-2021 and Fall 2019-2020 semester of Web 

Technologies. Interestingly, Fall 2019-20 (on-campus) students achieved better outcomes in course activities than the 

Fall 2020-21 (online) semester students. 
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Fig.29. Difference between online and on-campus average marks in four courses. 

Fig 29 depicts the average marks obtained by the students in four different courses, and it also contains the 

breakdown of the mid-term and final term of both online and on campus. Online semester courses had an equal 

percentage of marks distribution in mid and final, whereas on-campus semester had 40% in mid and 60% in final.  

Table 3. Weka summary report of Decision Trees' for all datasets 

 Total 

number of 

instances 

Accuracy Mean absolute 

error 

Root mean 

squared error 

Relative 

absolute error 

Root relative 

squared error 

IP Fall 2020-21(Online) 40 

 

85% 0.06 0.1732 25.97% 51.19% 

IP Fall 2019-20(On-campus) 93 92.47% 0.0244 0.1104 12.84% 35.90% 

OOP1 Fall 2020-21(Online) 78 88.46% 0.0385 0.1388 20.64% 45.57% 

OOP1 Fall 2019-20(On-

campus) 

25 84% 0.0514 0.1602 27.59% 52.96% 

OOP2 Fall 2020-21(Online) 127 85.83% 0.0418 0.1446 21.66% 46.58% 

OOP2 Fall 2019-20(On-

campus) 

79 79.75% 0.0672 0.1833 34.81% 59.07% 

WT Fall 2020-21(Online) 46 84.78% 0.0558 0.167 26.78% 51.94% 

WT Fall 2019-20(On-campus) 98 90.82% 0.0281 0.1186 14.46% 38.05% 

 

The data in table 3 are collected from fig 2, 5, 8, 11, 14, 17, 20, and 23.  All Decision Trees have reasonable 

accuracy. Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE) are two of the most common metrics 

used to measure accuracy for continuous variables. MAE measures the average magnitude of the errors in a set of 

predictions without considering their direction. Here, the MAE values of every Decision Tree are less than 0.1, which is 

excellent. RMSE is a quadratic scoring rule that also measures the average magnitude of the error. According to a rule 

of thumb, an RMSE of 0.2 to 0.5 indicates that the model can make sound predictions for the data. In table 3, the RMSE 

value of every Decision Tree is in the range of good predictions, though we will not predict anything in this research. 

Relative Absolute Error (RAE) is a way to measure the performance of a predictive model. A good forecasting model 

will produce an RAE ratio close to zero, whereas a poor model will produce a ratio greater than one. In our findings, all 

models will be suitable for forecasting as their RAE values are close to zero. The root relative squared error is relative 

to what it would have been if a simple predictor had been used. More specifically, this simple predictor is just the 

average of the actual values. It gives the idea of the scale of error compared to how variable the actual values are.  

4. Discussion 

Nowadays, due to the global pandemic, educational institutions are bound to shift all their activities online. The 

feasibility of online classes is now being questioned, and this research aims to figure out the answer to this question. 

This study analyzes the data of four programming courses for four consecutive years of the Computer Science 

department. The results from experimenting with these courses indicate several reasons that influence the students' 

performance online and on-campus. Several Decision Trees (fig 3, 6, 9, 12, 15, 18, 21, and 24) are generated based on 

these data, which helped understand the importance of a particular factor on students' overall performance. Besides, the 

accuracy of these Decision Tree classification models is also very precise (table 3). 
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A brief comparison is made based on the students' performance between online and on-campus semesters. There is 

a variation in students' attendance between online and on-campus semesters (fig 25 and 27). Students usually have to 

overcome several obstacles to join their classes in the on-campus semester, whereas they do not have to face these 

troubles in online courses. On another note, students can join the classes from their homes even if they are mildly sick, 

which they could not do if they had to go to the university to attend their classes. In the online semester, much time is 

saved, as the students do not physically join the classes. Therefore, for all the courses, in the online semester, the 

attendance marks are significantly higher than those in the on-campus semester (fig 25 and 27). 

In the Introduction to Programming (IP), students are taught basic programming techniques and Object-Oriented 

Programming 1 (OOP1), the students are obliged to submit a simple project. In these courses mentioned above online, 

we found that students performed better than they performed on-campus (fig 25-26). Thus, the students of Introduction 

to Programming (IP) and Object-Oriented Programming 1 (OOP1) performed better in the online semester than the 

students who did the courses on-campus (fig 25-26). On the contrary, Object Oriented Programming 2 (OOP2) and Web 

Technologies (WT) emphasize real-life projects that require in-depth knowledge and analytical abilities. During the 

mid-term of Object-Oriented Programming 2 (OOP2), students learn about various techniques about the language and 

implement those on their regular lab tasks; in the final term, they have to use all the lessons they learned and implement 

on a comprehensive project. Hence, for Object-Oriented Programming 2 (OOP2), in the online semester, the students 

performed well in the mid-term (fig 27). However, surprisingly, they could not keep it up in the final, as the project 

carries a substantial mark (fig 27). On the other hand, for Web Technologies (WT), the case is slightly different. In this 

course, they have to submit two individual projects in both the mid and final terms. The average marks of the students 

are comparatively better in the on-campus semester (fig 28) for Web Technologies (WT). 

To summarize, first-year students did very well in Introduction to Programming (IP) compared to other courses in 

the online semester (fig 29). However, in the on-campus semester, students of the Web Technologies (WT) course 

performed better than others (fig 29). The increased face-to-face contact with the course teacher throughout the on-

campus semester enables students to completely grasp all of the concepts regarding WT, allowing them to present 

outstanding projects. 

5. Conclusion 

COVID-19 has a significant impact on education communities all around the globe. It forced the conventional 

form of education to close its doors, and it would have stayed closed if the advent of online education had not occurred. 

This research aims to identify the variables that influence students' success in the online and on-campus environment in 

four programming courses, which covers the computing students from four consecutive years of undergraduate. 

Furthermore, a distinction of student results was made between two semesters, one of which was performed online and 

the other on-campus. Unfortunately, for a particular course, the data of the final term of the semester conducted on-

campus could not be retrieved due to the lockdown as the data were in hard copy stored in the university premises. That 

is why comparing and classifying students' performance for that course is made based on the mid-term only. 

In this research, the WEKA tool is used to classify students' performance in online and on-campus classes using 

the Decision Tree classification algorithm. All the Decision Tree classification models have outstanding accuracy. 

However, they have very decent MAE, RMSE, and RAE values, which can make sound predictions for the data. Later, 

a comparison was made between the four stated courses. This study enabled us to identify several obstacles that 

students encountered in four specific courses. According to the decision trees, the freshman students in the Introduction 

to Programming (IP) tend to perform better in that course when they have a good score in the 'Final Assessment' in 

online and on-campus semesters. In the Object Oriented Programming 1 (OOP1) course, the 'Final Project' has the 

highest impact on students' performance in the online semester. However, in the on-campus semester, the 'Mid Lab 

Performance' seems to be the most crucial factor, but that is because the data of the final term could not be gathered and 

the analysis was conducted solely based on the mid-term. Then in the Object Oriented Programming 2 (OOP2), the 

'Final Lab Exam' is the most crucial factor in the semester conducted virtually. On the contrary, the 'Mid Written' has 

the most significant influence on students' academic performance in the on-campus semester. At last, the final year 

students who performed well in the 'Mid Project' in the Web Technologies (WT) course did well in the online semester. 

On the flip slide, in the on-campus semester, the overall performance mainly depended on the submission of an 

adequate 'Project' in the final term. In short, fresher students admitted to programming courses performed better than 

senior students enrolled in Object Oriented Programming 1 (OOP1) or Object-Oriented Programming 2 (OOP2) or Web 

Technologies (WT) in the online semester. But vice versa happened in the on-campus semester. Senior students 

enrolled in Web Technology (WT) performed better than the rest of the courses in the on-campus semester. As a result, 

it allows us to see what kinds of factors affect students' academic outcomes. Our finding also indicates that the overall 

performance of students in the online semester was adequate. 

As discussed before, data of the final term in the on-campus semester is missing for a particular course. 

Furthermore, data on students who dropped the courses in the online and on-campus semesters were not available. 

Hence, there was no way to distinguish dropped students from online and on-campus semesters. However, these 

shortcomings can be improved in future implementations, and predictions can be made as our models' accuracy, MAE, 



 A Comparative Analysis among Online and On-Campus Students Using Decision Tree  

26                                                                                                                                                                         Volume 8 (2022), Issue 2 

RMSE, and RAE values are very good for forecasting. This study will be valuable for the future if any unforeseen event 

occurs to change the classes from on-campus to online, or vice-versa. As mentioned earlier, this paper is part of a large 

study. In the other part, we will undertake an in-depth analysis of students' online performance. 
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