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Abstract: During the recent Covid-19 pandemic, there has been a tremendous increase in online-based learning (e-
learning) activities as nearly every educational institution has transferred its programs to digital platforms. This makes it 
crucial to investigate student performance under this new mode of delivery. This research conducts a comparison 
among the traditional educational data mining techniques to detect the best performing classifier for analyzing as well 
as predicting students’ performance in online learning platforms during the pandemic. It is achieved through extracting 
four datasets from X-University student information system and learning platform, followed by the application of 6 
classifiers to the extracted datasets. Random Forest Classifier has demonstrated the highest accuracy in the first two out 
of the four datasets, while Simple Cart and Naïve Bayes Classifiers presented the same for the remainder two. All the 
classifiers have demonstrated medium to high TP rates, class precision and recall, ranging from 60% to 100% for 
almost all of the classes. This study emphasized the attributes that have a direct impact on students’ performance. The 
outcomes of this study will assist the instructors and educational institutions to identify important factors in the analysis 
and prediction of student performance for online program delivery. 
 
Index Terms: E-learning, Student performance analysis, data mining, educational data mining, Covid-19, pandemic. 
 
 

1. Introduction 

E-Learning refers to the process of delivering courses/ trainings via electronic media and/ or online platforms. It 
can be accessed by any electrical interface that can connect to the internet, such as computers and smartphones. 
Advances in computer-mediated communication technologies have driven and continue to aid the growth of online 
classes, degree programs, and educational institutions. While E-learning has been a useful option for learners 
throughout the world for quite some time, it saw an enormous surge during the recent Covid-19 Pandemic. During this 
global lockdown, e-learning has increased [23]. It is considered as the second wave of learning whereas traditional 
learning is considered as the first. 
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According to World Health Organization (WHO), coronavirus is an infectious condition that is transmitted from 
person to person through the droplets of saliva or nose release when an infected person coughs or sneezes. People with 
no significant pre-existing medical condition are subject to a mild to severe form of repository disease, which usually 
recovers without assisted medical care. However, there is an increased risk of developing severe disorders, especially 
among the elderly people, presenting pre-existing medical conditions such as coronary illness, asthma, chronic 
respiratory disease or cancer. Due to the less deadly and more infectious nature of the virus, the maintenance of social 
distancing, observing personal hygiene, and wearing face covering in public presence count for the most effective ways 
to reduce its spread. On March 11, 2020 WHO declared COVID-19 as a global pandemic [25]. This dreadful pandemic 
has also brought a significant global change in the way education is delivered. Schools and colleges all over the world 
had to shut down for significant periods of time in order to prevent the spread of the virus, leaving more than 1.2 billion 
students staying at home. In a situation where schools and colleges were shut down at a global scale, delivering face-to-
face education became impossible. Therefore, schools and colleges had to quickly shift all of their academic operations 
to online platforms. However, educators and students have been facing difficulties in adjusting to the sudden, radical 
change. Moreover, in an offline/ campus-based environment, the method of analyzing student performance has been a 
straightforward process unlike in an online setting, where the educators cannot monitor each and every student's 
performance individually both in the classes and in exams. In overcoming this problem, data mining techniques have 
come to use in terms of informing the best method of analyzing student performance on online platforms. Numerous 
models have appeared to analyze educational data with different prediction algorithms. 

Data mining techniques are proven to predict the most effective ways for improving student performance. 
Educational data mining (EDM) techniques can be utilized in analyzing student performance more efficiently, 
especially on online platforms. Through utilizing these techniques, it is possible to extract significant information that 
might assist the educational institutions to improve the quality of their delivery while also predicting 
students‘shortcomings. Many data mining prediction algorithms have been used in predicting student performances [26], 
while not all of them are proven to provide the best results. 

Based on the above discussion we needed to predict how to analyze student performance in the online education 
environment. The main focus was on the approach of analyzing student performance using various data mining 
algorithms and determining the most effective algorithms in predicting and analyzing student performance in a fully 
online environment during this pandemic.  

Hence, this research focuses on conducting a comparison among selected classifiers that are commonly used to 
predict and analyze students’ performance based on offline environment data and determining the most effective 
algorithm for analyzing student performance on online education platforms. We approached this by extracting and 
preparing several datasets and running them through a set of selected algorithms that are known to be the best-
performing EDM classifiers for student performance analysis and prediction. One of the main limitations of this 
research is the number of responses we got due to the Covid-19 pandemic situation.  We would have got more 
responses in the conventional situation.  We only collected data from few elective courses from one semester only. Data 
collected from seven courses: Algorithms, Artificial Intelligence and Expert System, Introduction to programming 
(Lab), Introduction to Programming (Theory), Object-Oriented Programming 1 (Java), Object-Oriented Programming 2 
(C#), and Web Technologies. In future work, the research can be extended by using comprehensive data from different 
courses and departments. 

This study is comprised of five chapters. In Section 2, we have pointed out the findings from relevant literature. 
Section 3 presents the data collection methods and the pre-processing and analysis of the collected data. A discussion of 
the key findings of this research appears in Section 4, while Chapter 5 presents the concluding remarks. 

2. Literature Review 

2.1.  Background Study 

Attribute selection is an important factor for predicting students' performance. Among all the reviewed papers the 
Gender attribute has been used repeatedly in almost every paper [1,3,4,5,7,9,10,13,14,15,16,17] because the learning 
process of male and female students are different from each other [1].  From the academic attribute, CGPA was 
considered as the key attribute by most of the investigators [6,7,9,12]. Moreover, previous semesters' grades, mid-exam, 
final exam marks, and end semester grades are also considered crucial academic attributes for anticipating students’ 
future results [8,12,19,20]. Assignment submission, quiz marks, and lab work are also found convenient by some of the 
researchers in their studies [8,19,20,21]. Grades were converted to nominal values for better identifying previous 
performance of students [1,5,8,13,20]. Furthermore, attendance percentages [1,4,8,13,19,20] were also taken as it has a 
strong relation to student’s success rate [19]. In a study [11], several significant criteria emerged, as well as a graphic 
representation of completely online students' preferences. According to the findings of the data analysis, there are eight 
factors that educators must consider. Structure, course management, commonly visited and participated discussion 
sections, chosen mode of interaction, type of preferred book, community development, and task allocation are amidst 
them. 
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The initial approach of most of the researchers was started from collecting data from surveys or student databases 
of different schools, colleges and universities and then data was pre-processed with various pre-processing techniques. 
The approach was finished with running several data mining classification, regression and clustering algorithms. These 
three phases are called data understanding phase, data preprocessing phase and data modeling phase [9]. 
Table 1. Common attributes used in the reviewed papers. 

 

Table 2. Common algorithms used in reviewed papers 

 

Common attributes used in the reviewed papers 
Factor Attribute Reference 

Demographic Gender [1,4,5,7,9,10,13,14,15,16,17,20] 
Age [1,9,10,14,15,16,17] 
Fathers’ Occupation [4,5,13,14,15,16] 
Mothers’ occupation [4,5,13,15,16] 
Fathers’ Education Background [4,5,13,15,16,20] 
Monthly/ annual income [4,5,13,20] 
Mothers’ Educational Background [4,5,13,15,16,20] 
Number of siblings [4,5,7,13,15,16,20] 

Academic CGPA [6,7,9,12] 
Course grade [1,10] 
Previous semester grades [1,8,9,13,20] 
Pre-requisite course grades [1,8,9,13] 
10th and 12th grades result [3,4,5,10,13,20] 
Class timing [1] 
Section size nominal [1] 
Counseling with course instructor [2] 
Medium of teaching [4,5,13] 
Attendance percentage [1,4,8,13,19,20] 
Number of absences [1,15,16] 
Scholarship status [1,6,7,13,15] 
High school name [1,6,7,9,10,14,16] 
Course Load per semester [19]  
Admission test marks [1,7,9,10,17] 
Class test [8,20] 
Assignment [8,19,20,21] 
Lab evaluation [8,19] 
Mid exam [19] 
Final Exam/End semester [8,12,19,20] 

Psychological and socio-economic Extra-curricular activities [4,6,12,15,16] 
Health status [4,10,16] 
Time spent on social media [5,6,7] 

 

Common algorithms used in reviewed papers 

Algorithm Category Algorithm Name Reference 

Decision Tree Default [1,3,6,7,8,12,15,16,17,21] 
ID3 [8,13] 
Simple Cart [13] 
C4.5 [8,13,19] 
CHAID classification tree [4,13] 
J48 [7,9,12,15,16,17,20] 
Random Forest [1,3,12,15,16,21] 

Gradient Boosted Trees [1] 
Artificial  Neural Network Deep Learning [1,10] 

Multilayer Perceptron [7,10,17] 
Neural Networks [3,6,21] 

K-Nearest Neighbor K-Nearest Neighbor [3,6,9,14,17,20] 
Naïve Bayes Naïve Bayes [1,3,5,6,7,9,10,12,14,15,16,20,21] 
CRISP-DM CRISP-DM [9] 
Random Tree Random Tree [9] 
REP Tree REP Tree [16] 
Regression Logistic Regression [1,16] 

Generalized Linear Model [1] 
Rule Learner JRip [9,16,20] 

OneR [9,16,17,20] 
ZeroR ZeroR [16] 
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From different data mining techniques, decision trees, naïve Bayes, neural networks, and random forest 
classification algorithms were widely used by most of the researchers for prediction purposes. A greater number of 
researchers used WEKA, an open-source data mining tool among all other data mining tools [5,7,9,12,13,15,16,17,20]. 
Major number of researchers rely on decision tree algorithms to get a closer prediction result 
[1,2,6,7,8,9,12,13,15,16,17,19,20,21]. In a study of 5 years of student data of 231,782 records and four types of 34 
attributes for predicting students’ performance, the default decision tree algorithm of rapid miner gave 68.49% accuracy 
where the random forest algorithm gave an accuracy of 75.52% a better result [1].  In another research, after performing 
10-fold cross-validation the C4.5 decision tree was given an accuracy of 80.5% with the best-selected attributes. In the 
study [15], researchers got 91.87% accuracy from the J48 decision tree algorithm with binary grading which is the best 
among all our reviewed papers. Unexpectedly, [12] got 100% accuracy applying Random Forest algorithm where 
students' academic information and students' activity-related data respectively from Students Information Center (SIS) 
and Moodle (VLE). Around 10 researchers used the Naïve Bayes algorithm for predicting and analyzing student data. 
Most of the papers got results from 60 to 90%. Two of the papers got more than 90% accuracy and another two got 
below 40% [1,2,9,10,12,13,14,15,16,21]. From all the papers that used Naïve Bayes, the highest accuracy was found 
93.17% with a dataset of 500 instances pre-processed 500 records from 2000 records. Almost all the attributes were 
demographic attributes except an attribute named student status. The data was split into 70% training data and 30% test 
data and applied on RapidMiner IDE [12]. A number of studies also applied neural network [1,6,9,14,17,21] and K 
Nearest Neighbor (KNN) techniques for examining students‘ records [7,17]. All the accuracy levels lie between 75% to 
80% for applying neural network algorithms [1,6,9,17,14,17,21]. A study containing 20 parameters from 10330 students 
from 2007-2009 had been got 60% accuracy implementing the K-Nearest-Neighbor algorithm [9] where the parameter 
value k was 100 and 250. Another study [17] got a better accuracy of 73.59% where the value of k was 50.  

There are also a few other data mining techniques like deep learning, logistic regression, generalized linear model, 
clustering, rule learner, specific efficient optimization(SMO) that were used by several researchers for forecasting 
students datasets [1,2,3,9,12,16,17]. Researchers [9] used two rule learners OneR and JRip in this study where JRip 
performed slightly better than OneR. In [17], the researcher also used JRip and OneRip got an accuracy of 74.11% and 
76.73% respectively. A study [1] used Logistic Regression and Generalized Linear Model (GMO) for exploring student 
performance. In this regression algorithm category logistic regression got a good result of 72.88%. On the other hand, 
slightly fall behind with an accuracy of 58.7%. Unexpectedly, researchers [12] found 100% accuracy and kappa value 1 
with the Specific Efficient Optimization (SMO) algorithm. But it is a matter of concern that they used a dataset of only 
22 students. Most of the researchers moved towards similar goal applying different techniques and resources. Some 
researchers used classification algorithm and some used logistic regression to find out the best result. Here Table 1 and 
Table 2 shows the algorithms and attributes with high impact in the reviewed papers. 

2.2.  Classifier selection 

Classifier Selection According to the findings of our discussion mentioned above, best educational data mining 
algorithms to analyze and predict students‘ performance are Naïve Bayes, Decision Trees, Random Forest algorithm, 
Random Tree algorithm, Artificial Neural networks, Cart, ID3,C4,5, Regression method etc. However, our research 
focuses on comparison of educational data mining algorithms on different datasets with changes in attributes and 
number of instances. Here, in Table: 3, we have mentioned our selected algorithm for this study. 

Table 3. Selected data mining algorithms 

Algorithm Selection 
Algorithm Category Algorithm Name 

Naïve Bayes Naïve Bayes 
Decision Tree Decision Tree (J48) 
Decision Tree Random Forest 
Decision Tree Random Tree 
Decision Tree Simple Cart 

3. Data Collection, Preprocessing and Analysis 

3.1.  Data collection 

In the previous section, we have mentioned some potential attributes from different articles, however due to 
pandemic and shifting to online platforms, not all of those attributes were available. We extracted 589 instances of 
seven courses: Algorithms, Artificial Intelligence and Expert System, Introduction to programming (Lab), Introduction 
to Programming (Theory), Object Oriented Programming 1 (Java), Object Oriented Programming 2 (C#) and Web 
Technologies from the central server of ―X University. But all of these courses did not have the same attributes and 
evaluation criteria, so we created four different datasets based on their common attributes and our research will 
emphasize on these. 
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3.2.  Preprocessing and analysis 

In data mining research, data preprocessing is a critical procedure. By adapting this data mining technique, we 
transformed raw data to understandable and similar format. Total marks were omitted to reduce biasing in the dataset 
and Class attribute was categorized into predefined measures based on total marks to make the model more efficient. 
Below Table 4 presents the preprocessed data and interpretation of the attributes. 

Table 4. Preprocessed data and interpretation of the attributes 

Attributes Datasets Preprocess and Interpretation 
Gender 1,2,3,4 It was generated based on their names. 

Attendance 1,2,4 It was collected from Microsoft Teams Attendance generator. Some of the courses did not have 
the same number of classes throughout the semester. So they were scaled to 10. We divided the 
total attendance of an individual student with total classes throughout the semester and then 
multiplied by 10. After multiplication the ceiling values (0.05) were taken. 

Absence 1,2,4 Absences were calculated by subtracting attendance value from 10. 
Mid-term Attendance 

 
3 It was collected from Microsoft Teams Attendance generator. Some of the courses did not have 

the same number of classes throughout Mid-term. So they were scaled to 10. We divided the 
total attendance of an individual student with total classes throughout the semester and then 
multiplied by 10. After multiplication the ceiling values (0.05) were taken.  

Mid-term Absence 3 Mid-term Absences were calculated by subtracting Mid-term attendance value from 10. 
Final-term Attendance 3 Following the same procedure of Mid-term attendance, data for this attribute were calculated 

after mid-term exam to before final term examination. 
Final-term absence 3 By subtracting Final term attendance value from 10. 

Quiz 1 2,4 Most of the courses had 4 quizzes (2 in Mid-term and 2 in final term). So for Quiz 1 we took 
the average value for mid-term quizzes. 

Quiz 2 2,4 The average values of Final term quizzes are considered as Quiz 2 in this dataset. 
Mid-term Quiz 1 3 This attribute represents data of first quiz marks of Mid-term. 
Mid-term Quiz 2 3 This attribute represents data from the second quiz of Mid-term. 
Final-term Quiz 1 3 This attribute represents data of first quiz marks of the final term. 
Final-term Quiz 2 3 This attribute represents data from the second quiz of the final term. 

CGPA 4 CGPA until current semester (While extracting data). 
Lab performance 4 Lab performance has a 20% impact on Midterm and Final term results. It is collected based on 

lab quiz, lab exam and lab report marks. 
Mid-term 1,2,3,4 Midterm grade is based on mid-term attendance, mid quiz marks, mid assignments, mid-term 

lab exams and Mid-term exam. 
Final term 1,2,3,4 Final term grade is based on final term attendance, final term quiz marks, final term 

assignments, final term lab exams and final term exam. 
Class 1,2,3,4 Students were classified based on their total marks, which represented 40% of Mid-term and 

60% of final term grades, where:  
High Performer: Total marks between 85 and 100. 
Medium Performer: Total Marks less than 85 but greater or equal to 70. 
Low performer: Total marks between 50 and 69. 
Failure: Total marks less than 50. 
Dropped: Students’ who dropped the course were marked as -2. 

Dataset Version 1: 

Attributes for our first dataset are mentioned in Table 5. There are 6 attributes and 589 instances of seven courses 
in this dataset: Algorithms, Artificial Intelligence and Expert System, Introduction to Programming (Lab), Introduction 
to Programming (Theory), Object Oriented Programming 1 (Java), Object Oriented Programming 2 (C#), and Web 
Technologies. Table 5 presents the performance summary of dataset version 1 on 6 classifiers. Table 6 manifests the 
performance summary of 6 classifiers on this dataset. 

Table 5. Dataset version 1 

Dataset Version 1 
Attribute name Type Summary 

Gender Nominal F = 133 
M = 456 

Attendance(10) Numeric Min = 0 
Maximum = 10 
Mean = 8.918 

StdDev = 1.892 
Absence(10) Numeric Min = 0 

Maximum = 10 
Mean = 1.082 

StdDev = 1.892 
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Mid-term(100) Numeric Min = -2 
Maximum = 99 
Mean = 74.803 

StdDev = 16.776 
Final-Term(100) Numeric Min= -2 

Maximum = 100 
Mean = 73.302 

StdDev = 20.847 
Class Nominal High Performer (Total marks>85) = 203 

Medium Performer (70<Total marks<85) = 262 
Low Performer(50<Total marks<69) = 93 

Failure(0<Total marks<50) = 8 
Dropped(Marked as -2) = 23 

Table 6. Performance summary of all algorithms on Dataset Version 1  

 
Performance Summary (dataset version 1) 

 
Naïve 
Bayes 

Evaluation Criteria Instance count Percentage 
Correctly classified instances 510 86.5874 % 

Incorrectly classified instances 79 13.4126 % 
 

Decision 
tree (J48) 

Evaluation Criteria Instance count Percentage 
Correctly classified instances 510 89.8132 % 

Incorrectly classified instances 79 10.1868 % 
 

Random 
Forest 

Evaluation Criteria Instance count Percentage 
Correctly classified instances 531 90.1528 % 

Incorrectly classified instances 58 9.8472 % 
 

Random 
Tree 

Evaluation Criteria Instance count Percentage 
Correctly classified instances 507 86.0781 % 

Incorrectly classified instances 82 13.9219 % 
 

Simple 
Cart 

Evaluation Criteria Instance count Percentage 
Correctly classified instances 508 86.2479 % 

Incorrectly classified instances 81 13.7521 % 
 

Multilayer 
Perceptron 

Evaluation Criteria Instance count Percentage 
Correctly classified instances 516 87.6061 % 

Incorrectly classified instances 73 12.3939 % 

Dataset Version 2: 

This dataset is based on 5 courses which are Algorithms, Introduction to Programming (Theory), Object Oriented 
Programming 1 (Java), Object Oriented Programming 2 (C#) and Web Technologies. In this dataset we have added 2 
new attributes with our previous version. Now in this version of the dataset, there are 8 attributes with 330 instances. 
We had to drop 259 instances from our previous dataset, as two attributes of this dataset were not available in the 
previous version. In this dataset we have added Quiz 1 and Quiz 2 attributes, as they have a 40% impact on analyzing 
students’ performance. Attributes of our second dataset is described in the table (Table 7.) below, also Table 8 shows 
the performance summary of the classifiers on this dataset. 

Table 7. Dataset version 2 

Dataset Version 2 
Attribute name Type Summary 

Gender Nominal F = 72 
M = 258 

Attendance(10) Numeric Min = 0 
Maximum = 10 
Mean = 8.788 

StdDev = 2.005 
Absence(10) Numeric Min = 0 

Maximum = 10 
Mean = 1.212 

StdDev = 2.005 
Quiz 1 Numeric Min = 0 

Maximum = 20 
Mean = 9.623 

StdDev = 3.699 
Quiz 2 Numeric Min = 0 

Maximum = 18 
Mean = 6.337 

StdDev = 2.423 
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Mid-term(100) Numeric Min = -2 
Maximum = 97.5 
Mean = 72.045 

StdDev = 18.266 
Final-Term(100) Numeric Min= -2 

Maximum = 100 
Mean = 70.87 

StdDev = 24.342 
Class Nominal High Performer (Total marks>85) = 114 

Medium Performer (70<Total marks<85) = 125 
Low Performer(50<Total marks<69) = 65 

Failure(0<Total marks<50) = 5 
Dropped(Marked as -2) = 21 

Table 8. Performance summary of all algorithms on Dataset Version 2  

Performance Summary (dataset version 2) 

 
Naïve Bayes 

Evaluation Criteria Instance count Percentage 
Correctly classified instances 284 86.0606 % 

Incorrectly classified instances 46 13.9394 % 
 

Decision tree 
(J48) 

Evaluation Criteria Instance count Percentage 
Correctly classified instances 305 92.4242 % 

Incorrectly classified instances 25 7.5758 % 
 

Random 
Forest 

Evaluation Criteria Instance count Percentage 
Correctly classified instances 311 94.2424 % 

Incorrectly classified instances 19 5.7576 % 
 

Random Tree 
Evaluation Criteria Instance count Percentage 

Correctly classified instances 278 84.2424 % 
Incorrectly classified instances 52 15.7576 % 

 
Simple Cart 

Evaluation Criteria Instance count Percentage 
Correctly classified instances 304 92.1212 % 

Incorrectly classified instances 26 7.8788 % 
 

Multilayer 
Perceptron 

Evaluation Criteria Instance count Percentage 
Correctly classified instances 289 87.5758 % 

Incorrectly classified instances 41 12.4242 % 

Dataset Version 3: 

This dataset is developed based on 4 courses: Algorithms, Introduction to Programming (Theory), Object Oriented 
Programming 1 (Java) and Object Oriented Programming 2 (C#). It has 12 attributes with 280 instances. Attendance, 
absence, and quiz marks are divided into Midterm and final term category. Other attributes are the same as previous 
datasets. Attributes of our third dataset are described in the table (Table 9) below and performance summary of dataset 
version 3 on our selected classifiers are presented in Table 10. 

Table 9. Dataset version 3 

Dataset Version 3 
Attribute name Type Summary 

Gender Nominal F = 61 
M = 219 

Mid-term 
Attendance(10) 

Numeric Min = 0 
Maximum = 10 
Mean = 9.011 

StdDev = 1.893 
Mid-term 

Absence(10) 
Numeric Min = 0 

Maximum = 10 
Mean = 0.989 

StdDev = 1.893 
Mid-term Quiz 1 Numeric Min = 0 

Maximum = 20 
Mean = 10.782 
StdDev = 4.33 

Mid-term Quiz 2 Numeric Min = 0 
Maximum = 19 
Mean = 10.143 
StdDev = 3.982 

Mid-term(100) Numeric Min = -2 
Maximum = 97.5 
Mean = 73.227 

StdDev = 17.049 
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Final-term 
Attendance(10) 

Numeric Min = 0 
Maximum = 10 
Mean = 8.796 

StdDev = 2.388 
Final-term 

Absence(10) 
Numeric Min = 0 

Maximum = 10 
Mean = 1.505 

StdDev = 2.736 
Final-term Quiz 1 Numeric Min = 0 

Maximum = 20 
Mean = 12.314 
StdDev = 6.026 

Final-term Quiz 2 Numeric Min = 0 
Maximum = 20 
Mean = 13.411 
StdDev = 6.161 

Final-Term(100) Numeric Min= -2 
Maximum = 100 
Mean = 71.611 

StdDev = 24.253 
Class Nominal High Performer (Total marks>85) = 101 

Medium Performer (70<Total marks<85) = 103 
Low Performer(50<Total marks<69) = 54 

Failure(0<Total marks<50) = 5 
Dropped(Marked as -2) = 17 

Table 10. Performance summary of all algorithms on Dataset Version 3 

Performance Summary (dataset version 3) 

 
Naïve Bayes 

Evaluation Criteria Instance count Percentage 
Correctly classified instances 234 83.5714 % 

Incorrectly classified instances 46 16.4286 % 
 

Decision tree 
(J48) 

Evaluation Criteria Instance count Percentage 
Correctly classified instances 261 93.2143 % 

Incorrectly classified instances 19 6.7857 % 
 

Random 
Forest 

Evaluation Criteria Instance count Percentage 
Correctly classified instances 262 93.5714 % 

Incorrectly classified instances 18 6.4286 % 
 

Random Tree 
Evaluation Criteria Instance count Percentage 

Correctly classified instances 236 84.2857 % 
Incorrectly classified instances 44 15.7143  % 

 
Simple Cart 

Evaluation Criteria Instance count Percentage 
Correctly classified instances 263 93.9286 % 

Incorrectly classified instances 17 6.0714 % 
 

Multilayer 
Perceptron 

Evaluation Criteria Instance count Percentage 
Correctly classified instances 249 88.9286 % 

Incorrectly classified instances 31 11.0714 % 

Dataset Version 4: 

In this dataset, we have considered 10 attributes of 2 courses: Algorithms and Web technologies. In this dataset 
there are two new attributes which are CGPA and Lab performance. CGPA is one of the most potential attributes to 
analyze and predict students’ performance. There are 91 instances only. Due to lack of data, we couldn’t consider other 
courses. Attributes of our fourth dataset are described in the table (Table 11) below and Table 12 shows the 
performance summary of the classifiers on dataset version 4. 

Table 11. Dataset version 4 

Dataset Version 4 
Attribute name Type Summary 

CGPA Numeric Min = 2.51 
Maximum = 3.98 

Mean = 3.235 
StdDev = 0.357 

Gender Nominal F = 22 
M = 69 

Attendance(10) Numeric Min = 0 
Maximum = 10 
Mean = 7.583 

StdDev = 2.394 
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Absence(10) Numeric Min = 0 
Maximum = 10 
Mean = 2.417 

StdDev = 2.394 
Quiz 1 Numeric Min = 0 

Maximum = 20 
Mean = 7.126 

StdDev = 4.084 
Quiz 2 Numeric Min = 0 

Maximum = 18 
Mean = 8.368 

StdDev = 3.322 
Lab Performance Numeric Min = 0 

Maximum = 20 
Mean = 12.242 
StdDev = 4.507 

Mid-term(100) Numeric Min = -2 
Maximum = 90 
Mean = 66.927 

StdDev = 22.473 
Final-Term(100) Numeric Min= -2 

Maximum = 100 
Mean = 65.099 

StdDev = 26.389 
Class Nominal High Performer (Total marks>85) = 19 

Medium Performer (70<Total marks<85) = 41 
Low Performer(50<Total marks<69) = 21 

Failure(0<Total marks<50) = 0 
Dropped(Marked as -2) = 10 

Table 12. Performance summary of all algorithms on Dataset Version 4 

Performance Summary (dataset version 4) 

 
Naïve Bayes 

Evaluation Criteria Instance count Percentage 
Correctly classified instances 84 92.3077 % 

Incorrectly classified instances 7 7.6923 % 
 

Decision tree 
(J48) 

Evaluation Criteria Instance count Percentage 
Correctly classified instances 75 82.4176 % 

Incorrectly classified instances 16 17.5824 % 
 

Random 
Forest 

Evaluation Criteria Instance count Percentage 
Correctly classified instances 74 81.3187 % 

Incorrectly classified instances 17 18.6813 % 
 

Random Tree 
Evaluation Criteria Instance count Percentage 

Correctly classified instances 68 74.7253 % 
Incorrectly classified instances 23 25.2747  % 

 
Simple Cart 

Evaluation Criteria Instance count Percentage 
Correctly classified instances 75 82.4176 % 

Incorrectly classified instances 16 17.5824 % 
 

Multilayer 
Perceptron 

Evaluation Criteria Instance count Percentage 
Correctly classified instances 78 85.7143 % 

Incorrectly classified instances 13 14.2857 % 

4. Discussion 

This section presents the key findings of our analysis and summarizes the performance of the algorithms on our 
datasets. It is comprised of two sections: (1) summarizing students’ performance based on accuracy, kappa statistical 
value and confusion matrices, (2) summarizing classifier performance based on TP rate, FP rate and precision. 

4.1.  Summarizing students’ performance prediction based on accuracy, kappa statistic value and confusion matrices 

In this study, four different datasets were evaluated on the selected algorithms. Table 13 presents the accuracy with 
kappa statistical value of six classifiers for the four datasets. We used 10 folds cross validation method for all classifiers.  
As can be seen from Table 1, for the dataset version 1, the Random Forest algorithm had demonstrated the highest 
accuracy (90.1528%) with 0.85 kappa statistical value, whereas the other algorithms had performed within a range of 
86.0781% to 89.8132%. This means that, overall; all classifiers had correctly predicted 86 to 90% classes for this 
dataset. The Kappa statistical values for other algorithms were between 0.7881 and 0.8132. 

For the dataset version 2, Random Forest algorithm had continued to demonstrate the best performance with an 
accuracy of 94.2424% for a Kappa statistical value of 0.9171, which stands higher than the previous instance. The 
accuracy of the other algorithms came close to the Random forest algorithm, within a range of 84.2424% to 92.4242% 
and the Kappa values of 0.7736 to 0.8915. However, for the dataset version 3, the Simple Cart classifier had 



 A Comprehensive Study to Investigate Student Performance in Online Education during Covid-19  

10                                                                                                                                                                       Volume 14 (2022), Issue 3 

demonstrated the best performance with an accuracy of 93.9286%, while the Random forest and decision tree (J48) 
classifiers performed the closest with a difference of less than 1%. The other three algorithms (Naïve Bayes, Random 
tree and Multilayer perceptron) had performed reasonably well, with accuracies of 83.5714%, 84.2857% and 88.9286%, 
respectively. The Kappa values for all algorithms stood within a range of 0.7736 to 0.9069. Naïve Bayes algorithm had, 
on the other hand, demonstrated the best performance for the dataset version 4, with an accuracy of 92.3077% and a 
Kappa value of 0.7444. The other classifiers had performed reasonably well for this dataset, within an accuracy range of 
74.7253% to 85.7143%. These variations in performance may have occurred due to the variations that are present in 
attributes and instance counts. The attributes available in Dataset version 1 are the common attributes for all four 
datasets. Moreover, it contains the highest number of instances. Comparing to dataset version 1, our second dataset 
(Dataset version 2) have two new attributes and 259 fewer data. According to the performance summary table (Tale 13.) 
below, the changes in dataset version 2 result in a slight change in accuracy for Naïve Bayes and Multilayer perceptron, 
an increase in accuracy for Decision tree (j48), Random forest, and Simple cart classifier, but a drop in accuracy for 
Random tree. Also, the kappa statistical value increased for almost all the classes except for the Random tree classifier. 
While four additional attributes were introduced in Dataset version 3 over Dataset version 2, 50 instances had to be 
discarded. Meanwhile, the accuracy of the Decision tree (j48), Simple cart, Multilayer perceptron, and a small 
modification in the Random tree improved while it decreased for Naïve Bayes and Random forest classifiers. The 
Random tree's Kappa statistical value remained constant, while the value for Random forest decreased and the other 
four classifiers improved. We eliminated four attributes from our previous dataset (Dataset version 3) and added two 
new attributes in dataset version 4, which has just 91 instances. Except for Nave Bayes, nearly all classifiers' accuracy 
decreased for this dataset. Also, there is a significant change in kappa statistical value comparing to previous datasets. 

Table 13. Performance summary of all algorithms on Dataset version (1-4) 

Algorithms Evaluation 
Criteria 

Dataset Version 1 Dataset Version 2 Dataset Version 3 Dataset Version 4 

Naïve Bayes Accuracy 86.5874 % 86.0606 % 83.5714 % 92.3077 % 
Kappa Statistic 0.8132 0.8915 0.9024 0.7444 

Decision Tree (J48) Accuracy 89.8132 % 92.4242 % 93.2143 % 82.4176 % 
Kappa Statistic 0.8132 0.8915 0.9024 0.7444 

Random Forest Accuracy 90.1528 % 94.2424 % 93.5714 % 81.3187 % 
Kappa Statistic 0.85 0.9171 0.9069 0.7274 

Random Tree Accuracy 86.0781 % 84.2424 % 84.2857 % 74.7253 % 
Kappa Statistic 0.7881 0.7736 0.7736 0.6359 

Simple Cart Accuracy 86.2479 % 92.1212 % 93.9286 % 82.4176 % 
Kappa Statistic 0.7916 0.8869 0.9125 0.7463 

Multilayer 
Perceptron 

Accuracy 87.6061 % 87.5758 % 88.9286 % 85.7143 % 
Kappa Statistic 0.8114 0.8213 0.8402 0.7931 

 
The resultant matrices are shown in Tables 14 – 17. For a comprehensive understanding, the first confusion matrix 

i.e., the Naïve Bayes classifier on dataset 1 is described here, where all accurately predicted classes are located 
diagonally in each matrix. In the first column, out of a total count of 265 medium performer (MP) students’ class, 228 
instances were predicted accurately to be medium performers, resulting in a recall count of (228/265 =) 0.87; whereas in 
the first row, 262 instances were predicted to be medium performers, resulting in a class precision of (228/262 =) 0.87. 
In the second column, 77 instances out of a total count of 98 (i.e., 77+17+4) were predicted accurately to be low 
performers, with a class recall and class precision of 0.828 and 0.786, respectively. Naïve Bayes classifier demonstrated 
0.913 class precision and recall for the ‘dropped’ class. In a similar way, 178 instances out of a total count of 195 in the 
‘High Performer’ class were predicted accurately, with a class recall and class precision of 0.877 and 0.913, 
respectively. Finally, out of a total count of 8 instances in the ‘Failure’ class, 6 instances were predicted accurately, 
whereas the remainder two were misclassified as ‘Dropped’, resulting in a class recall and class precision of 0.75 and 
0.75, respectively. All the remainder confusion matrices for the 4 datasets and the 6 classifiers were calculated 
following the same procedure. As there was no ‘Failure’ class in dataset 4, in Table 39, this class was dropped. As 
evident throughout the Tables 36 – 39, almost all of the classes had demonstrated a reasonable class recall and class 
precision performance. 

Table 14. Resultant matrices of all algorithms on Dataset version 1 

Confusion Matrices for dataset version 1 
Naïve Bayes Actual Class 

Precision MP LP D HP F 
Predicted MP 228 17 0 17 0 0.86 

LP 16 77 0 0 0 0.786 
D 0 0 21 0 2 0.913 
HP 21 4 0 178 0 0.913 
F 0 0 2 0 6 0.75 
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Class Recall 0.87 0.828 0.913 0.877 0.75  

Decision tree (J48) Actual Class 
Precision MP LP D HP F 

Predicted MP 227 12 0 23 0 0.904 
LP 10 83 0 0 0 0.874 
D 0 0 23 0 0 0.958 
HP 14 0 0 189 0 0.892 
F 0 0 1 0 7 1 

Class Recall 0.866 0.892 1 0.931 0.875  

Random Forest Actual Class 
Precision MP LP D HP F 

Predicted MP 232 9 0 21 0 0.899 
LP 10 83 0 0 0 0.902 
D 0 0 22 0 1 0.957 
HP 15 0 0 188 0 0.9 
F 1 0 1 0 6 0.857 

Class Recall 0.885 0.892 0.957 0.926 0.75  

Random Tree Actual Class 
Precision MP LP D HP F 

Predicted MP 221 15 0 26 0 0.86 
LP 14 79 0 0 0 0.832 
D 1 1 19 0 2 0.905 
HP 21 0 0 182 0 0.875 
F 0 0 2 0 6 0.75 

Class Recall 0.844 0.849 0.826 0.897 0.75  

Simple Cart Actual Class 
Precision MP LP D HP F 

Predicted MP 217 15 0 30 0 0.861 
LP 10 83 0 0 0 0.847 
D 0 0 23 0 0 0.958 
HP 25 0 0 178 0 0.856 
F 0 0 1 0 7 1 

Class Recall 0.828 0.892 1 0.877 0.875  

Multilayer Perceptron Actual Class 
Precision MP LP D HP F 

Predicted MP 239 13 0 10 0 0.866 
LP 6 86 1 0 0 0.86 
D 0 0 17 0 6 0.739 
HP 31 1 0 171 0 0.945 
F 0 0 5 0 3 0.333 

Class Recall 0.912 0.925 0.739 0.842 0.375  

Table 15. Resultant matrices of all algorithms on Dataset version 2 

Confusion Matrices for dataset version 2 
Naïve Bayes Actual Class 

Precisi
on 

MP LP D HP F 

Predicted MP 98 9 0 18 0 0.852 
LP 8 57 0 0 0 0.851 
D 0 0 21 0 0 0.955 
HP 9 1 0 104 0 0.852 
F 0 0 1 0 4 1 

Class Recall 0.784 0.877 1 0.912 0.8  

Decision tree (J48) Actual Class 
Precisi
on 

MP LP D HP F 
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Predicted MP 109 10 0 6 0 0.924 
LP 2 63 0 0 0 0.863 
D 0 0 21 0 0 1 
HP 7 0 0 107 0 0.947 

 F 0 0 0 0 5 1 
Class Recall 0.872 0.969 1 0.939 1  

Random Forest Actual Class 
Precisi
on 

MP LP D HP F 

Predicted MP 232 9 0 21 0 0.934 
LP 10 83 0 0 0 0.912 
D 0 0 22 0 1 1 
HP 15 0 0 188 0 0.957 
F 1 0 1 0 6 1 

Class Recall 0.912 0.954 1 0.965 0.8  

Random Tree Actual Class 
Precisi
on 

MP LP D HP F 

Predicted MP 102 11 1 11 0 0.823 
LP 12 51 2 0 0 0.81 
D 0 1 19 0 1 0.792 
HP 10 0 0 103 1 0.904 
F 0 0 2 0 3 0.6 

Class Recall 0.816 0.785 0.905 0.904 0.6  

Simple Cart Actual Class 
Precisi
on 

MP LP D HP F 

Predicted MP 111 11 0 3 0 0.902 
LP 4 61 0 0 0 0.847 
D 0 0 21 0 0 1 
HP 7 0 0 107 0 0.973 
F 1 0 0 0 4 1 

Class Recall 0.888 0.938 1 0.939 0.8  

Multilayer Perceptron Actual Class 
Precisi
on 

MP LP D HP F 

Predicted MP 239 13 0 10 0 0.899 
LP 6 86 1 0 0 0.908 
D 0 0 17 0 6 0.739 
HP 31 1 0 171 0 0.891 
F 0 0 5 0 3 0 

Class Recall 0.856 0.908 0.81 0.93 0  

Table 16. Resultant matrices of all algorithms on Dataset version 3 

Confusion Matrices for dataset version 3 
Naïve Bayes Actual Class 

Precisi
on 

MP LP D HP F 

Predicted MP 76 10 0 17 0 0.817 
LP 8 46 0 0 0 0.807 
D 0 0 17 0 0 0.944 
HP 9 1 0 91 0 0.843 
F 0 0 1 0 4 1 

Class Recall 0.738 0.852 1 0.901 0.8  

Decision tree (J48) Actual Class 
Precisi
on 

MP LP D HP F 

Predicted MP 95 4 0 4 0 0.896 
LP 1 53 0 0 0 0.93 
D 0 0 17 0 0 1 
HP 10 0 0 91 0 0.958 
F 0 0 0 0 5 1 
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Class Recall 0.922 0.981 1 0.901 1  

Random Forest Actual Class 
Precisi
on 

MP LP D HP F 

Predicted MP 95 2 0 6 0 0.922 
LP 4 50 0 0 0 0.943 
D 0 1 16 0 0 0.941 
HP 3 0 0 98 0 0.942 
F 1 0 1 0 3 1 

Class Recall 0.922 0.926 0.941 0.97 0.6  

Random Tree Actual Class 
Precisi
on 

MP LP D HP F 

Predicted MP 82 4 1 15 1 0.854 
LP 4 47 3 0 0 0.855 
D 2 3 12 0 0 0.706 
HP 7 1 0 92 1 0.86 
F 1 0 1 0 3 0.6 

Class Recall 0.796 0.87 0.706 0.911 0.6  

Simple Cart Actual Class 
Precisi
on 

MP LP D HP F 

Predicted MP 91 5 0 7 0 0.948 
LP 0 54 0 0 0 0.915 
D 1 0 16 0 0 1 
HP 3 0 0 98 0 0.933 
F 1 0 0 0 4 1 

Class Recall 0.883 1 0.941 0.97 0.8  

Multilayer Perceptron Actual Class 
Precisi
on 

MP LP D HP F 

Predicted MP 90 5 0 8 0 0.865 
LP 7 47 0 0 0 0.887 
D 0 0 15 0 2 0.938 
HP 7 1 0 93 0 0.921 
F 0 0 1 0 4 0.667 

Class Recall 0.874 0.87 0.882 0.921 0.8  

Table 17. Resultant matrices of all algorithms on Dataset version 4 

Confusion Matrices for dataset version 4 
Naïve Bayes Actual Class 

Precision MP LP D HP 
Predicted MP 39 1 0 1 0.886 

LP 2 19 0 0 0.95 
D 0 0 10 0 1 
HP 3 0 0 16 0.941 

Class Recall 0.951 0.905 1 0.842  
Decision tree (J48) Actual Class 

Precision MP LP D HP 
Predicted MP 33 5 0 3 0.805 

LP 4 17 0 0 0.773 
D 0 0 10 0 1 
HP 40 0 0 15 0.833 

Class Recall 0.805 0.81 1 0.789  
Random Forest Actual Class 

Precision MP LP D HP 
Predicted MP 33 6 0 2 0.786 

LP 5 16 0 0 0.727 
D 0 0 10 0 1 
HP 4 0 0 15 0.882 

Class Recall 0.805 0.762 1 0.789  
Random Tree Actual Class 

Precision MP LP D HP 
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Predicted MP 30 7 1 3 0.789 
LP 6 14 1 0 0.583 
D 0 3 7 0 0.778 
HP 2 0 0 17 0.85 

Class Recall 0.732 0.667 0.7 0.895  
Simple Cart Actual Class 

Precision MP LP D HP 
Predicted MP 32 6 0 3 0.821 

LP 4 17 0 0 0.739 
D 0 0 10 0 1 
HP 3 0 0 16 0.842 

Class Recall 0.78 0.81 1 0.842  
Multilayer Perceptron Actual Class 

Precision MP LP D HP 
Predicted MP 34 5 0 2 0.85 

LP 4 17 0 0 0.773 
D 0 0 10 0 1 
HP 2 0 0 17 0.895 

Class Recall 0.829 0.81 1 0.895  

4.2 Summarizing classifier performance based on TP rate, FP rate and precision  

Naïve Bayes: After applying Naïve Bayes algorithm in Weka, the highest accuracy (92.31%) was found on 
dataset-4, having 91 instances with 10 attributes. On the other datasets, it fell between 83 to 87%, denoting the classifier 
correctly predicting 83 to 87 instances out of 100. Figure 1 shows the performance summary for Naïve Bayes classifier 
on all datasets. 
 

 
Fig.1. Naïve Bayes classifier performance summary 

On dataset-1 (Table 18), the ‘Dropped’ class has exhibited the highest TP rate with Naïve Bayes technique, while 
the ‘Dropped’ and ‘High Performer’ classes produced the same precision, standing to be the highest for this dataset.  
The ‘Failure’ class had the lowest false positive rate compared to the other classes. Overall, the FP rates — falling 
between 0.3% and 11.3% — demonstrated a reasonably well performance. 

Table 18. Performance summary (TP rate, FP rate and Precision) of Naïve Bayes classifier on Dataset version 1 

Class Naïve Bayes on Dataset 1 
TP Rate FP Rate Precision 

Medium Performer 0.870 0.113 0.860 
Low Performer 0.828 0.042 0.786 

Dropped 0.913 0.004 0.913 
High Performer 0.877 0.044 0.913 

Failure 0.750 0.003 0.750 
Weighted Average 0.866 0.072 0.867 

 
On dataset-2 (Table 19), the ‘Dropped’ class demonstrated the highest possible TP rate (100%), while the ‘High 

Performer’ class had crossed 90% TP rate, which indicated that the Naïve Bayes classifier had accurately classified all 
of the ‘Dropped’ class instances and more than 90% of the ‘High Performer’ instances.  In terms of precision, the 
‘Failure’ class exhibited the highest possible precision, while the ‘Dropped’ class revealed a high precision (95.5%). 
Moreover, the precision values for the ‘Medium Performer’ (85.2%), ‘Low Performer’ (85.1%), and ‘High Performer’ 
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(85.2%) classes stood fairly well. In terms of the returned result dataset, the Naïve Bayes classifier performed with more 
than 85% accuracy. The FP rates were also excellent for this dataset, ranging between 0% to 8.3%. 

Table 19. Performance summary (TP rate, FP rate and Precision) of Naïve Bayes classifier on Dataset version 2 

Class Naïve Bayes on Dataset 2 
TP Rate FP Rate Precision 

Medium Performer 0.784 0.083 0.852 
Low Performer 0.877 0.038 0.851 

Dropped 1.000 0.003 0.955 
High Performer 0.912 0.083 0.852 

Failure 0.800 0.000 1.000 
Weighted Average 0.861 0.068 0.861 

 
On dataset-3 (Table 20), the ‘Dropped’ class had demonstrated the highest possible TP rate (100%), while the 

‘Failure’ class demonstrated the highest possible precision (100%). The ‘High Performer’ class exhibited a better TP 
rate (90%) than the remaining classes.  While the ‘Failure’ class had produced the lowest FP rate, the other classes also 
demonstrated excellent FP rates (less than 10%). 

Table 20. Performance summary (TP rate, FP rate and Precision) of Naïve Bayes classifier on Dataset version 3 

Class Naïve Bayes on Dataset 3 
TP Rate FP Rate Precision 

Medium Performer 0.738 0.096 0.817 
Low Performer 0.852 0.049 0.807 

Dropped 1.000 0.004 0.944 
High Performer 0.901 0.095 0.843 

Failure 0.800 0.000 1.000 
Weighted Average 0.836 0.079 0.835 

 
The ‘Dropped’ class had exhibited the highest possible TP rate in dataset-4 (Table 21), similar to the second and 

third datasets. This class correctly classified all the returned result dataset; obtained 100% precision, while the ‘High 
Performer’ and the ‘Low Performer’ classes exhibited more than 90% precision.  

Table 21. Performance summary (TP rate, FP rate and Precision) of Naïve Bayes classifier on Dataset version 4 

Class Naïve Bayes on Dataset 4 
TP Rate FP Rate Precision 

Medium Performer 0.951 0.100 0.886 
Low Performer 0.905 0.014 0.950 

Dropped 1.000 0.000 1.000 
High Performer 0.842 0.014 0.941 

Weighted Average 0.923 0.051 0.925 
 
Decision Tree Classifier: We used the Weka Decision tree (J48) classifier with 10-fold cross validity in this 

analysis. For dataset-3, the maximum accuracy for the decision tree (J48) classifier was 93.21 percent, with a Kappa 
statistic of 0.9024. In the other datasets, the percentages ranged from 82 to 93%, indicating that the classifiers had 
accurately estimated 82 to 93 out of every 100 cases. Figure 63 shows the performance summary of decision tree (J48) 
classifier for all datasets. 
 

 
Fig.2. Decision Tree (J48) classifier performance summary
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On dataset-1(Table 22), this classifier had accurately classified 89.8132% instances out of a total count of 589 
instances, with a 0.8132 Kappa value. Table 44 presents the TP rate, FP rate and precision of decision tree (j48) 
classifier on dataset-1. The results show that the ‘Dropped’ class had exhibited the highest true positive value (100%). 
The ‘Medium Performer’ (86.6%),’Low Performer’ (89.2%), ’High Performer’ (93.1%) and ‘Failure’ (87.5%) classes 
performed with high TP rate as well, while the precision for all the classes was high. The ‘Failure’ class had performed 
with the highest possible precision, followed by the ‘Dropped’ (95.8%), ‘Medium Performer’ (90.4%), and ‘High 
Performer’ (89.2%) and ‘Low Performer’ (87.4%) classes. The FP rates had ranged between 0 to 7.3%. 

Table 22. Performance summary (TP rate, FP rate and Precision) of Decision tree (J48) classifier on Dataset version 1 

Class Decision Tree (J48) on dataset-1 
TP Rate FP Rate Precision 

Medium Performer 0.866 0.073 0.904 
Low Performer 0.892 0.024 0.874 
Dropped 1.000 0.002 0.958 
High Performer 0.931 0.060 0.892 
Failure 0.875 0.000 1.000 
Weighted Average 0.898 0.057 0.899 

 
On dataset-2 (Table 23), decision tree (j48) classifier had performed better — with an accuracy of 92.4242% and a 

Kappa value of 0.8915 — than dataset-1. The results from Table 45 show that the ‘Dropped’ and ‘Failure’ classes had 
continued to exhibit the highest true positive values (100%). The other three classes had also produced high TP rates for 
decision tree classifier (‘Medium Performer’ (87.2%), ‘Low Performer’ (96.9%) and ‘High Performer’ (93.9%)). The 
‘Failure’ and ‘Dropped’ classes had continued to exhibit the highest precision value (100%), with the other classes also 
returning good precision rates (‘Medium Performer’ (92.4%), ‘Low Performer’ (86.3%) and ‘High Performer’ (94.7%)). 
Both of the ‘Dropped’ and ‘Failure’ classes had demonstrated 0% FP rate, meaning, no instances within these classes 
were falsely classified. The other classes had also exhibited excellent FP rates (less than 5%). 

Table 23. Performance summary (TP rate, FP rate and Precision) of Decision tree (J48) classifier on Dataset version 2 

Class Decision Tree (J48) on dataset-2 
TP Rate FP Rate Precision 

Medium Performer 0.872 0.044 0.924 
Low Performer 0.969 0.038 0.863 
Dropped 1.000 0.000 1.000 
High Performer 0.939 0.028 0.947 
Failure 1.000 0.000 1.000 
Weighted Average 0.924 0.034 0.926 

 
On dataset-3 (Table 24), decision tree (j48) classifier had performed better (with an accuracy of 93.2143% and a 

0.9024 Kappa value) than datasets 1 and 2. The results from Table 46 show that the ‘Dropped’ and ‘Failure’ classes 
have continued to produce the highest true positive values (100%). The other three classes had also produced high TP 
rates (‘Medium Performer’ (92.2%), ’Low Performer’ (98.1%) and ‘High Performer’ (90.1%)). The ‘Failure’ and 
‘Dropped’ classes had consistently produced the highest precision values (100%), with the other classes also returning 
good precision rates (‘Medium Performer’ (89.6%), ‘Low Performer’ (93%) and ‘High Performer’ (95.8%)). Both of 
the ‘Dropped’ and ‘Failure’ classes had demonstrated 0% FP rate, while the ‘Medium Performer’ class had produced 
the highest FP rate (6.2%). 

Table 24. Performance summary (TP rate, FP rate and Precision) of Decision tree (J48) classifier on Dataset version 3 

Class Decision Tree (J48) on dataset-3 
TP Rate FP Rate Precision 

Medium Performer 0.922 0.062 0.896 
Low Performer 0.981 0.018 0.930 
Dropped 1.000 0.000 1.000 
High Performer 0.901 0.022 0.958 
Failure 1.000 0.000 1.000 
Weighted Average 0.932 0.034 0.933 

 
On dataset-4 (Table 25), decision tree (j48) classifier had produced low accuracy (82.4176%, with a 0.7444 Kappa 

value) than the previous datasets. This dataset had only 4 classes, excluding the ‘Failure’ class. The results from Table 
47 show that the ‘Dropped’ class had continued to produce the highest true positive value (100%), while the ‘High 
Performer’ had produced a low TP rate (70.9%). The ‘Dropped’ class had produced the highest precision value (100%), 
while the ‘High Performer’ have achieved very low precision rate (3.3%). No instances for the ‘Dropped’ class were 
false positive. 
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Table 25. Performance summary (TP rate, FP rate and Precision) of Decision tree (J48) classifier on Dataset version 4 

Class Decision Tree (J48) on dataset-4 
TP Rate FP Rate Precision 

Medium Performer 0.805 0.160 0.805 
Low Performer 0.810 0.071 0.773 
Dropped 1.000 0.000 1.000 
High Performer 0.709 0.042 0.033 
Weighted Average 0.824 0.097 0.825 

 
Random Forest classifier: The Random Forest classifier with 10 folds cross validation using Weka was run on all 

four datasets. The dataset-2 had produced the highest accuracy (94.24%, with a Kappa value of 0.9171). The other 
datasets had performed admirably well (81% -94%). 

 

 
Fig.3. Random Forest classifier performance summary 

On dataset-1 (Table 26), the Random Forest classifier had returned the highest accuracy of 90.1528% (with 0.85 
Kappa value). Table 48 presents the TP rate, FP rate and precision for Random Forest classifier on dataset-1. The 
results show that the ‘Dropped’ class had produced the highest true positive value (96%). The other classes had also 
performed well (‘Medium Performer’ (88.5%), ‘Low Performer’ (89.2%), ‘High Performer’ (92.6%) and ‘Failure’ 
(75%)). The precision values were also high for all these classes. 

Table 26. Performance summary (TP rate, FP rate and Precision) of Random Forest classifier on Dataset version 1 

Class Random Forest on dataset-1 
TP Rate FP Rate Precision 

Medium Performer 0.885 0.080 0.899 
Low Performer 0.892 0.018 0.902 
Dropped 0.957 0.002 0.957 
High Performer 0.926 0.054 0.900 
Failure 0.750 0.002 0.857 
Weighted Average 0.902 0.057 0.901 

 
On dataset-2 (Table 27), Random Forest classifier performed better — with an accuracy of 94.2424% and Kappa 

value of 0.9171 — than dataset-1. The results from Table 49 show that the ‘Dropped’ class had continued to produce 
the highest true positive value (100%), with three out of the remaining four classes performing excellent.  The ‘Failure’ 
and ‘Dropped’ classes had demonstrated the highest precision value (100%), with the ‘Medium Performer’, ‘Low 
Performer’ and ‘High Performer’ classes returning very good precision rates. Both the ‘Dropped’ and ‘Failure’ classes 
had exhibited 0% FP rate, while the ‘Medium performer’ class returning the highest FP rate (less than 4%). 

Table 27. Performance summary (TP rate, FP rate and Precision) of Random Forest classifier on Dataset version 2 

Class Random Forest on dataset-2 
TP Rate FP Rate Precision 

Medium Performer 0.912 0.039 0.934 
Low Performer 0.954 0.023 0.912 
Dropped 1.000 0.000 1.000 
High Performer 0.965 0.023 0.957 
Failure 0.800 0.000 1.000 
Weighted Average 0.942 0.027 0.943 
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On dataset-3 (Table 28), decision tree (j48) classifier performed close to the datasets 1 and 2 (with an accuracy of 
93.5714% and 0.9069 Kappa statistical). The results from Table 50 show that for this dataset, the ‘High Performer’ 
class had produced the highest true positive value (97%), while the ‘Medium Performer’ (92.2%), ‘Low performer’ 
(92.6%) and ‘Dropped’ (94.1%) classes had also returned high TP rates. Only the ‘Failure’ class had turned a 
moderately low TP rate (60%), although achieving the highest precision value (100%). The other classes had also 
returned very high precision rates. Both the ‘Dropped’ and ‘Failure’ classes had produced low FP rates for this dataset. 

Table 28. Performance summary (TP rate, FP rate and Precision) of Random Forest classifier on Dataset version 3 

Class Random Forest on dataset-3 
TP Rate FP Rate Precision 

Medium Performer 0.922 0.045 0.922 
Low Performer 0.926 0.013 0.943 
Dropped 0.941 0.004 0.941 
High Performer 0.970 0.034 0.942 
Failure 0.600 0.000 1.000 
Weighted Average 0.936 0.032 0.936 

 
On dataset-4 (Table 29), Random Forest classifier had produced low accuracy (81.3187%, with 0.7274 Kappa 

value), compared to the previous datasets. This dataset does not have any ‘Failure’ class. The results from Table 51 
show that the ‘Dropped’ class had demonstrated the highest true positive value (100%). The ‘Medium Performer’, ‘Low 
Performer’ and ‘High Performer’ classes had also produced good TP rates. The ‘Dropped’ class had demonstrated the 
highest precision value (100%), followed by the ‘High Performer’ class (88.2%). The ‘Medium Performer’ (78.6%) 
and ’Low Performer’ (72.7%) classes had also performed moderately well in terms of precision rate. The ‘Medium 
Performer’ class had 18% FP rate, standing higher than all other classes. 

Table 29. Performance summary (TP rate, FP rate and Precision) of Random Forest classifier on Dataset version 4 

Class Random Forest on dataset-4 
TP Rate FP Rate Precision 

Medium Performer 0.805 0.180 0.786 
Low Performer 0.762 0.086 0.727 
Dropped 1.000 0.000 1.000 
High Performer 0.789 0.028 0.882 
Weighted Average 0.813 0.107 0.816 

 
Random Tree: On our four datasets, we ran Random Tree classifier with 10-fold cross validation. It performed the 

best on dataset-1 out of the four datasets, returning an accuracy of 86.0781% and a Kappa statistical value of 0.7881. 
The outputs of the other classifiers were within an acceptable range (74 % -86 %). The Random Tree classifier 
performance summary is shown in Figure 4. 

 

 
Fig.4. Random Tree classifier performance summary 

On dataset-1 (Table 30), Random Tree classifier had produced 86.0781% accuracy with 0.7881 Kappa value. 
Table 52 presents the TP rate, FP rate and precision of Random forest classifier on dataset-1. The results show that the 
‘High Performer’ class had yielded the highest true positive value (nearly 89.7%). The ‘Medium Performer’ (84.4%), 
‘Low Performer’ (84.9%) and ‘Dropped’ (82.6%) classes returned good TP rates, while the ‘Failure’ (75%) class had 
performed reasonably well. The precision was high for all the classes. The ‘Dropped’ class had performed with the 
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highest precision (90.5%), while the ‘Failure’ class had produced the lowest precision rate (75%). All classes had 
produced low FP rates, ranging between 0.3 to 11%.  

Table 30. Performance summary (TP rate, FP rate and Precision) of Random Tree classifier on Dataset version 1 

Class Random Tree on dataset-1 
TP Rate FP Rate Precision 

Medium Performer 0.844 0.110 0.860 
Low Performer 0.849 0.032 0.832 
Dropped 0.826 0.004 0.905 
High Performer 0.897 0.067 0.875 
Failure 0.750 0.003 0.750 
Weighted Average 0.861 0.077 0.861 

 
On dataset-2 (Table 31), Random Tree classifier had produced less accuracy (84.2424%, with the Kappa value of 

0.7736), compared to dataset-1. The results from Table 53 show that the ‘Dropped’ and ‘High Performer’ classes had 
produced the highest true positive values (90.5% and 90.4%, respectively). The ‘Medium Performer’ (81.6%) and ‘Low 
Performer’ (78.5%) classes had performed moderately well, while the ‘Failure’ class had returned a low TP rate (60%). 
In terms of precision, the ‘High Performer’ class had produced the highest precision value (90.4%), while the ‘Failure’ 
class yielding a low precision rate (60%). The FP rates of the classes for this dataset are found similar to dataset-1 (0.6% 
to 10.7%).   

Table 31. Performance summary (TP rate, FP rate and Precision) of Random Tree classifier on Dataset version 2 

Class Random Tree on dataset-2 
TP Rate FP Rate Precision 

Medium Performer 0.816 0.107 0.823 
Low Performer 0.785 0.045 0.810 
Dropped 0.905 0.016 0.792 
High Performer 0.904 0.051 0.904 
Failure 0.600 0.006 0.600 
Weighted Average 0.842 0.068 0.843 

 
On dataset-3 (Table 32), Random Tree classifier had performed in a similar way that it did on dataset-2 (84.2857% 

accuracy, with 0.7736 Kappa value). The results from Table 54 show that for this dataset, the ‘High Performer’ had 
exhibited the highest true positive value (91%).  While the ‘Medium Performer’ (79.6%) and ‘Low Performer’ (87%) 
had produced high TP rates, the ‘Dropped’ (70.6%) and ‘Failure’ (60%) classes yielded moderately low TP rates. In 
terms of precision, the ‘High Performer’ class had produced the highest value (86%), while the ‘Dropped’ and ‘Failure’ 
classes produced low precision rates (70.6% and 60%, respectively). The FP rates for all the classes had ranged between 
0.7 to 8.4%. 

Table 32. Performance summary (TP rate, FP rate and Precision) of Random Tree classifier on Dataset version 3 

Class Random Tree on dataset-3 
TP Rate FP Rate Precision 

Medium Performer 0.796 0.079 0.854 
Low Performer 0.870 0.035 0.855 
Dropped 0.706 0.019 0.706 
High Performer 0.911 0.084 0.860 
Failure 0.600 0.007 0.600 
Weighted Average 0.843 0.067 0.843 

 
On dataset-4 (Table 33), Random Tree classifier had produced 74.7253% accuracy, with a Kappa value of 0.6359. 

The ‘High Performer’ class had produced the highest TP rate (89.5%) and a precision rate of 85%. The ‘Failure’ was 
absent in this dataset. The ‘Medium Performer’ (73.2%), ‘Low Performer’ (66.7%) and ‘Dropped’ (70%) classes had 
exhibited moderately well TP rates. In terms of precision, ‘Medium Performer’ (78.9%) and ‘Dropped’ (77.8%) classes 
had produced good precision values, while the ‘Low Performer’ class had produced the lowest (58.3%). The ‘Medium 
Performer’ and ‘Low Performer’ classes had demonstrated higher FP rates than the other classes. 

Table 33. Performance summary (TP rate, FP rate and Precision) of Random Tree classifier on Dataset version 4 

Class Random Tree on dataset-4 
TP Rate FP Rate Precision 

Medium Performer 0.732 0.160 0.789 
Low Performer 0.667 0.143 0.583 
Dropped 0.700 0.025 0.778 
High Performer 0.895 0.042 0.850 
Weighted Average 0.747 0.116 0.753 
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Simple Cart: Out of all algorithms, the Simple Cart algorithm had yielded the best accuracy (nearly 94%, with 
0.9125 Kappa value) on dataset-3, while yielding a very good accuracy rate (nearly 92%) on dataset-2.  It had 
performed well on the two other datasets as well (86.25% and 82.42%). While we applied 10-fold cross validation 
technique on all datasets for this algorithm, Figure 5 shows its performance summary.  

 

 
Fig.5. Simple Cart classifier performance summary 

On dataset-1 (Table 34), the ‘Dropped’ class had produced the highest achievable TP rate (100%), while the 
‘Failure’ class had yielded the most achievable Precision rate (100%).  The other classes had also produced high TP 
rates. The ‘Dropped’ class had demonstrated more than 95% precision rate, while the ‘Failure’ class had demonstrated 
the lowest FP rate (0%). 

Table 34. Performance summary (TP rate, FP rate and Precision) of Simple Cart classifier on Dataset version 1 

Class Simple Cart on dataset-1 
TP Rate FP Rate Precision 

Medium Performer 0.828 0.107 0.861 
Low Performer 0.892 0.030 0.847 

Dropped 1.000 0.002 0.958 
High Performer 0.877 0.078 0.856 

Failure 0.875 0.000 1.000 
Weighted Average 0.862 0.079 0.863 

 
On dataset-2 (Table 35), the ‘Dropped’ class had, instead, produced the highest possible TP and precision rates 

(100%), while the ‘Failure’ class also producing a 100% precision rate, followed by the ‘High Performer’ class (97.3%). 
The other classes had also produced high TP rates. Both of the ‘Dropped’ and ‘Failure’ classes had yielded the lowest 
FP rate (0%). 

Table 35. Performance summary (TP rate, FP rate and Precision) of Simple Cart classifier on Dataset version 2 

 Class Simple Cart on dataset-2 
TP Rate FP Rate Precision 

Medium Performer 0.888 0.059 0.902 
Low Performer 0.938 0.042 0.847 

Dropped 1.000 0.000 1.000 
High Performer 0.939 0.014 0.973 

Failure 0.800 0.000 1.000 
Weighted Average 0.920 0.035 0.924 

 
On dataset-3 (Table 36), the ‘Low Performer’ class has produced 100% TP rate, followed by the ‘High Performer’ 

class. In terms of precision rates, the ‘Dropped’ and ‘Failure’ classes had produced a 100% value, similar to its 
performance on dataset-2. The FP rates for all classes had remained low for this dataset (0% to 3.9%). 
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Table 36. Performance summary (TP rate, FP rate and Precision) of Simple Cart classifier on Dataset version 3 

Class Simple Cart on dataset-3 
TP Rate FP Rate Precision 

Medium Performer 0.883 0.028 0.948 
Low Performer 1.000 0.022 0.915 

Dropped 0.941 0.000 1.000 
High Performer 0.970 0.039 0.933 

Failure 0.800 0.000 1.000 
Weighted Average 0.939 0.029 0.940 

 
On dataset-4 (Table 37), the ‘Dropped’ class had produced the highest possible TP and precision rates (100%), 

similar to its performance on dataset-2. The ‘Low Performer’ and ‘High Performer’ classes had produced good TP rates 
as well, while the ‘Medium Performer’ and ‘High Performer’ classes had produced high precision values (82.1% and 
84.2%, respectively). The ‘Failure’ class had yielded a 0% FP rate. 

Table 37. Performance summary (TP rate, FP rate and Precision) of Simple Cart classifier on Dataset version 4 

Class Simple Cart on dataset-4 
TP Rate FP Rate Precision 

Medium Performer 0.780 0.140 0.821 
Low Performer 0.810 0.086 0.739 

Dropped 1.000 0.000 1.000 
High Performer 0.842 0.042 0.842 

Weighted Average 0.824 0.092 0.826 
 

Multilayer Perceptron: Multilayer Perceptron algorithm with 10-fold cross validation had produced a decent, yet 
similar accuracy across the four datasets (the highest on dataset-3 at 89%). Figure 6 shows the performance summary 
for Multilayer Perceptron classifier. 
 

 
Fig.6. Multilayer Perceptron classifier performance summary 

On executing Multilayer Perceptron in Weka on dataset-1 (Table 38), the ‘Low Performer’ and ‘High Performer’ 
classes had produced satisfactory TP rates (92.5% and 91.2%, respectively). Besides, the ‘High Performer’ class had 
produced a high precision rate (94.5%), while the ‘Failure’ class producing the worst TP and precision rates among all 
the classes. The FP rates had ranged between 1 to 11.3%. 

Table 38. Performance summary (TP rate, FP rate and Precision) of Multilayer Perception classifier on Dataset version 1 

Class Multilayer Perceptron on dataset-1 
TP Rate FP Rate Precision 

Medium Performer 0.912 0.113 0.866 
Low Performer 0.925 0.028 0.860 

Dropped 0.739 0.011 0.739 
High Performer 0.842 0.026 0.945 

Failure 0.375 0.010 0.333 
Weighted Average 0.876 0.064 0.880 
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On dataset-2 (Table 39), the ‘High Performer’ class had exhibited the highest true positive values (93%).  The 
‘Medium Performer’, ‘Dropped’ and ‘High Performer’ classes had produced more than 80% TP rates, while the 
‘Medium Performer’, ‘Low Performer’ and ‘High Performer’ classes had yielded high precision values (at around 90%). 
All the classes had yielded excellent FP rates (1 to 6%). 

Table 39. Performance summary (TP rate, FP rate and Precision) of Multilayer Perception classifier on Dataset version 2 

Class Multilayer Perceptron on dataset-2 
TP Rate FP Rate Precision 

Medium Performer 0.856 0.059 0.899 
Low Performer 0.908 0.023 0.908 

Dropped 0.810 0.019 0.739 
High Performer 0.930 0.060 0.891 

Failure 0.000 0.012 0.000 
Weighted Average 0.876 0.049 0.874 

 
On dataset-3 (Table 40), the ‘High Performer’ class had continued to produce the highest true positive value (92%).  

The ‘Medium Performer’ (87.4%), ‘Low Performer’ (87%) and ‘Dropped’ (88.2%) classes had produced high TP rates, 
while the ‘Dropped’ and ‘High Performer’ classes had produced high precision rates (more than 92%). All the classes 
had yielded excellent FP rates (0.4 to 7.9%). 

Table 40. Performance summary (TP rate, FP rate and Precision) of Multilayer Perception classifier on Dataset version 3 

Class Multilayer Perceptron on dataset-3 
TP Rate FP Rate Precision 

Medium Performer 0.874 0.079 0.865 
Low Performer 0.870 0.027 0.887 

Dropped 0.882 0.004 0.938 
High Performer 0.921 0.045 0.921 

Failure 0.800 0.007 0.667 
Weighted Average 0.889 0.051 0.890 

 
On dataset-4 (Table 41), the ‘Dropped’ class had demonstrated the highest possible TP and precision rates (100%). 

The ‘Failure’ class was absent from this dataset. Out of the remaining classes, the ‘High Performer’ class had produced 
the highest TP and precision rates. The ‘Dropped’ class had produced the lowest FP rate. 

Table 41. Performance summary (TP rate, FP rate and Precision) of Multilayer Perception classifier on Dataset version 4 

Class Multilayer Perceptron on dataset-4 
TP Rate FP Rate Precision 

Medium Performer 0.829 0.120 0.850 
Low Performer 0.810 0.071 0.773 

Dropped 1.000 0.000 1.000 
High Performer 0.895 0.028 0.895 

Weighted Average 0.857 0.076 0.858 

5. Conclusion 

The main objective of this study was to compare the EDM classifiers for the determination of the best performing 
algorithm for analyzing and predicting student performance on online academic platforms during the pandemic. We 
extracted data on seven computing courses from student information systems and Microsoft teams, followed by creating 
four datasets with a difference in attributes and instances, and then ran these datasets through six EDM techniques that 
are frequently used for student performance analysis and prediction.  

We utilized 10 folds cross-validation technique for all the classifiers. Out of the four datasets, Random Forest 
Classifier has demonstrated the highest accuracy in the first two datasets (90.1528% and 94.2424%, respectively), while 
Simple Cart and Naïve Bayes have produced the same for the remainder two datasets, with 93.93% and 92.31% 
accuracies, respectively. In our datasets, Students were classified into five classes based on their total grade obtained at 
the end of the semester. All these classifiers have demonstrated medium to high TP rates, class precision and recall, 
ranging from 60 to 100% for almost all of the classes. Only in a few instances, classes had demonstrated a low class-
recall (0-5%), which could result from imbalances existing in the datasets. The performance variations of the algorithms 
on the datasets could be due to the presence of differences in attributes and instances across the datasets. Overall, the 
performance of all the classifiers was satisfactory. The result indicates that only academic information and gender 
attribute can successfully predict students’ performance. In our study, we have emphasized the attributes that have a 
direct effect on students’ performance. The findings of this study will help educational institutions, instructors, and 
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students to detect the inadequacies and variables influencing students' performance, as well as serve as an early warning 
system for anticipating students' failures and poor academic performance. 

However, there are a few limitations to this study. First, we couldn’t collect complete datasets on the students due 
to the effects of the pandemic. In future research, a more comprehensive dataset and relevant attributes can be included. 
Second, the data collection of this research was limited to a few courses of one department in a university. In further 
research, more courses and a diverse list of departments can be included. Lastly, we have analyzed the data of only one 
semester of academic activities. Further studies are recommended to incorporate longer periods of data for a more 
comprehensive student performance analysis and prediction on online academic setting.   
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