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Abstract: The inaccurate detection of diabetes and hypertension causes’ time wastage and a cost burden due to higher amounts of medicine intake and health problems. The previous works did not investigate machine learning (ML)-based diabetic and hypertension patient prediction by using multiple characteristics. This paper utilizes ML algorithms to predict the presence of diabetes and hypertension in patients. By analyzing patient data, including medical records, symptoms, and risk factors, the proposed system can provide accurate predictions for early detection and intervention. This paper makes a list of eighteen characteristics that can be used for data set preparation. With a classification accuracy of 93%, the Support Vector Machine is the best ML model in our work and is used for the diabetic and hypertension disease prediction models. This paper also gives a new mobile application that alleviates the time and cost burden by detecting diabetic and hypertensive patients, doctors, and medical information. The user evaluation and rating analysis results showed that more than sixty five percent of users declared the necessity of the proposed application features.
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1. Introduction

The Diabetes and hypertension can be known as the two most common chronic disorders in Bangladesh and throughout the world [1]. Diabetes and hypertension can cause a variety of symptoms, including high blood sugar, weight loss, fatigue, headache, and dizziness. According to recent estimates, 8.4 million Bangladeshis, or 5.25% of the population, have diabetes. A survey showed that almost 20 percent Bangladeshi peoples have syndromes like high blood pressure. This reason cause’s hypertension is the most frequent chronic disease, which requires healthcare support and treatment. Diabetes and hypertension frequently coexist, and both are risk factors for cardiovascular disease [2]. Type 2 diabetics can cause cardiovascular problems like diseases associated with coronary heart problems and stroke [3]. Recent diabetes and hypertension cost studies have produced an estimate by assessing nation-wise expenses rather than patient-wise expenses [4-15]. Very few studies have incorporated the patient-wise healthcare expenses of diabetes treatment [9,15]. At present, diabetes and hypertension patients suffered from huge costs due to self-knowledge based and huge amounts of medicine usage, physical checkups, doctors, and medicine fees.

The existing studies did not incorporate all direct and indirect costs associated with diabetes and hypertension disease treatment such as doctors’ fees, medicine fees, transport fees, and hospital fees, among others [10,12]. Currently, diabetic and hypertension patients do not want to take doctors’ advice due to the high number of doctors’ fees. They generally visit a medicine shop and buy a list of medicine based on local medicine shop owner’s advice. To reduce the
cost burden of diabetes and hypertension patients, an automated system for patient assistance with diabetic and hypertension patient prediction, medicine suggestion, doctor search, and appointment booking is necessary. Health insurance claims were used to examine annual resource consumption and expenditures (including inpatient, outpatient, laboratory, and pharmacy services). A recent study shows that people with diet-controlled diabetes (with body mass index or BMI of 30 kg/meters squared) and without neuropathy, or cardiovascular problems had yearly experience direct medical care expenses of 1700 and 2100 USD respectively [4]. Baseline expenses were greater for patients who also had high blood pressure. The current studies calculated and compared the average yearly healthcare expenses of people with individual diabetes issues, individual hypertension disorders, or both. Most of the previous calculation was done by taking an interview with people without real time diabetes and hypertension illness. The previous research was done by taking into account claiming data rather than direct medical expenditure data. The cost and time burden of diabetic and hypertensive patients can vary based on several factors, including the severity of the condition, treatment options, healthcare systems, and individual circumstances. The cost and time burden of diabetic and hypertensive patients associated with several conditions.

Both diabetic and hypertensive patients may require ongoing medication to manage their conditions. The cost of medications can vary depending on factors such as brand, dosage, insurance coverage, and availability of generic alternatives. Regular visits to healthcare providers for monitoring, check-ups, and specialized consultations can contribute to the cost burden. This includes costs associated with co-pays, diagnostic tests, and follow-up visits. If diabetic or hypertensive patients develop complications or require hospitalization, the associated medical expenses can significantly increase the cost burden. Dietary changes, exercise programs, and other lifestyle modifications recommended for managing these conditions may involve additional costs, such as gym memberships, dietary supplements, or specialized foods. There are several time burden issues too associated with diabetic and hypertensive patients. Diabetic and hypertensive patients often need to schedule regular appointments with healthcare providers to manage their conditions. These appointments may involve waiting times, travel time, and time spent with healthcare professionals. Managing diabetes and hypertension often requires self-monitoring of blood sugar levels, blood pressure, and other parameters. This can involve regular testing at home, tracking results, and adjusting treatment plans, which can consume time and effort. Acquiring knowledge about the conditions, attending education programs, and seeking support from healthcare professionals or support groups may require additional time commitments. Incorporating lifestyle changes such as dietary adjustments and exercise routines can require time for shopping, meal preparation, and physical exercise, among others.

At present, there exist some literature works [6-15] associated with either diabetic or hypertension disease identification and treatment. But they did not prepare a real-time data set by taking into account both diabetic and hypertension symptoms. At present, there is no assistance system available in the literature (e.g., [16-25]) that would be helpful to reduce the time and cost burden of diabetic and hypertensive patients. The works in [24] and [25] indicated that the early stage detection of diabetes and hypertension using a machine learning-based automated system could reduce the risk and help the patients with timely prevention of such diseases with proper treatment suggestions, respectively.

The existing system did not employ any suitable machine learning model selection scheme for both diabetic and hypertensive patients by examining KNN Algorithm, Decision Tree, Support Vector Machine (SVM), Random Forest, and AdaBoost Algorithm [5], Gradient Boosting Algorithm, and Gaussian Naive Bayes Algorithm. An android-based mobile application with diabetes and hypertensive patient’s identification, doctor’s suggestion, doctor’s appointment booking, medicine suggestions, and health suggestions is missing in the literary works. In the current study, we estimated yearly costs for hospitals and emergency patient care unit service, clinics, transport, doctors, and pharmaceuticals fees. The findings of this paper can be beneficial for healthcare professionals, patients, insurance companies, doctors, and policymakers to reduce the time and cost burden associated with diabetic and hypertension patient treatment. The eminent contributions of this paper are discussed as follows:

This work prepares a data set for diabetic and hypertensive patients’ treatment by taking into account their symptoms and factors. (ii) This paper selects a suitable machine-learning model for both diabetic and hypertensive patient prediction by assessing accuracy precision, recall, F1 score of the KNN Algorithm, Decision Tree, Support Vector Machine (SVM), AdaBoost Algorithm, Random Forest, Gradient Boosting Algorithm, and Gaussian Naive Bayes Algorithms. (iii) This work gives a mobile application for diabetic and hypertensive patients’ assistance by taking into account diabetic and hypertension patient identification, doctor’s search, medicine suggestions, and general health care suggestions. (iv) This work also gives a time and cost burden comparative analysis regarding diabetic and hypertension patients for both the existing system and the proposed system. This work also gives a user survey-based application rating analysis by examining the application features. Next, related works are given in Section 2. Section 3 elaborates on the proposed scheme. The mobile application is discussed in Section 4. The evaluation results are discussed in Section 5, and the conclusion is provided in Section 6.

2. Related Works

This literature review section will present the related works regarding diabetes and hypertension disorder treatment. In [6], the authors discussed that the best way to take care of this disease is to stick to their treatments, make changes to
how you live, and keep an eye on them regularly. Because of how hard these diseases are on both people and the healthcare system, new ways to save time and money are needed. In the work [7], the authors utilized machine learning technology for diabetes management (e.g., random forest, decision tree). The system uses data from patients’ electronic health records to predict their risk of developing complications. The system also recommends the best treatment plan for each patient based on their risk factors. They prepared a dataset of 100 patients with diabetes. Their system can accurately predict the risk of complications in patients. The dataset included information on the patient’s age, gender, blood sugar levels, blood pressure, and other risk factors. The system was evaluated using a holdout dataset of 20 patients with diabetes. The system also recommended the correct treatment plan for most patients. The accuracy of their work is 85%.

In the work [8], the authors evaluated the effectiveness of a mobile application only for diabetes self-management among individuals in Bangladesh. The study aims to assess how the use of a mobile application impacts glycemic control, medication adherence, and self-care practices among participants with type 2 diabetes. The work is likely to talk about the strategy and methods of the randomized controlled trial, such as the process of recruiting participants, the way the randomization works, and the protocol for the intervention. It could also tell you about the mobile app itself, its features, and how it helps you handle your diabetes. The results and findings of the trial, such as the effect of the mobile app on glycemic control, medication adherence, and self-care habits, would be written up in the paper. In [9], the authors discussed several high-cost factors of diabetes care in Bangladesh, such as the high cost of medications, the lack of access to affordable insulin, and the high cost of hospitalization. They also discussed the challenges of managing diabetes in Bangladesh, such as the lack of trained healthcare providers and the lack of awareness about diabetes.

The authors concluded that automated diabetes care is necessary to ensure health care and reduce the cost burden. In [10], the authors used classification on different kinds of information to figure out if a person has diabetes or not. The data set for diabetic patients is made by getting information from the hospital warehouse, which has two hundred cases with nine characteristics. They used both blood tests and pee tests based datasets. They used a 10-fold cross-validation method. The results are then compared. They used some machine learning classifiers such as naive Bayes, J48, and REP tree. They showed that J48 works best with an accuracy of 60.2%. In [11], the authors used a decision tree algorithm for diabetes prediction. The authors also focused on the class imbalance problem that reduces the accuracy rates. In [12], the authors proposed a logistic regression-based machine-learning approach for predicting hypertension using the CPCSSN dataset (i.e., the Canadian Primary Care Sentinel Surveillance Network dataset). They showed that the logistic regression-based machine learning approach achieves an accuracy of 82%. The authors conclude that machine learning is a promising approach for predicting hypertension patients. In [14], the authors created a machine learning-based predictive model for diabetic complications, with excellent accuracy in predicting complications like retinopathy and nephropathy. By using algorithms for machine learning, doctors can look at a wide range of patient data, such as their medical background, lifestyle choices, and real-time health parameters. In [15], the authors discussed the factors that are contributing to the increase in diabetes and hypertension diseases, such as urbanization, changing dietary patterns, and increasing obesity rates. They also discussed the challenges of preventing and controlling diabetes and hypertension in primary healthcare settings in these regions, such as limited resources and a lack of trained healthcare providers. In [16], the author proposed a deep learning approach for predicting diabetes. The deep neural network is a type of machine learning algorithm that can learn complex patterns in data. The performance and ability of the deep learning model heavily rely on the quality and representativeness of the dataset used for training. The limitations of their work are that the dataset used is small, imbalanced, or not fully representative of the target population.

However, unlike previous works, this paper collects a commendable real-time dataset from diabetic and hypertensive patients. In contrast to previous literary works, this paper also proposes a machine learning-based diabetic and hypertension disease prediction scheme, as well as a mobile application for patient assistance. Existing research has not produced a machine learning-based system that predicts both diabetic and hypertensive disease status, as well as a mobile application that provides patients with necessary support such as doctor information, medication recommendations from doctors, and disease treatment recommendations, among other things.

### 3. Proposed Scheme

Our proposed scheme consists of a machine learning based prediction model for diabetic and hypertensive patient detection. The proposed scheme also includes an android mobile application for diabetic and hypertensive patient assistance.

#### 3.1. System Design

For predicting if one’s patient is diabetic and hypertensive or not, we have built an ML model using several classification algorithms. We have used machine learning algorithms like the Random Forest (RF), Gradient Tree Boosting, Decision Tree (DT), Support Vector Machine (SVM), Naive Bayes, Adaboost, and KNN Algorithm.

Random Forest machine learning creates decision trees from random subsets of training data. To train each tree, a bootstrap sample is randomly selected from the primary training data with replacement. KNN algorithms select a k value that distances data points from the nearest neighbor. A decision tree resembles a flowchart. A decision tree's interior nodes represent features, branches represent rules, and leaf nodes provide the algorithm’s output. SVMs aim to
maximize the difference in margin between training data classes by identifying the optimal hyper plane. The hyper plane serves as a decision boundary, categorizing data points accordingly. The support vector model (SVM) identifies data points closest to the decision border. AdaBoost combines weak or basic learners to create a stronger learner capable of making accurate predictions. AdaBoost trains weak learners sequentially on increasingly complex training data. During training, the algorithm prioritizes challenging examples by giving higher weight to misclassified data points from previous iterations. Gaussian Naive Bayes relies on the assumption of feature independence to calculate conditional probabilities for each feature within a class. It calculates the mean and standard deviation of each feature for each class during training. The algorithm employs Bayes' theorem to determine the posterior probability of each class based on the features. Fig. 1 represents the ML model framework. First of all, we collected data from several surveys and then created a dataset. After cleaning the data and processing the dataset, we split the data into training data and testing data. After that, we will use the data from the training set to train the model, and we will also use the testing set to test the model. Following training with the provided training data and testing with the provided testing data, we have selected the predictive model that has shown the highest level of accuracy as the best option.

Fig. 1. Machine learning model framework for diabetic and hypertension patient prediction scheme

Fig. 2 represents the process flow diagram of our Android mobile application. The user opens the app HealthCare Assistance and is presented with the Start screen. If the user is already logged in, they are taken to the home fragment. Otherwise, they are taken to the Login page. To log in, the user enters their email address and password. If the email address is valid, the user is taken to the home fragment. If the user is new, they must create an account. After login, they can access the home page. In the Home fragment, the user can find four interfaces: Find Out, Doctor Info, Suggestion Box, and Medicine Names. If the user wants to find out if they are diabetic or hypertensive, they click on Find Out. They are then taken to the Prediction interface, where they must fill out the required information. The result is then predicted using a machine-learning model. There are other options in the home fragment. The Doctor Info interface provides information about doctors who can help diabetic and hypertensive patients. The Suggestion Box interface lists tips for diabetic and hypertensive patients.

3.2. Steps for Data Collection and Data Set Preparation

The first step of our ML-based prediction model is dataset collection via a survey questionnaire. We have collected information on diabetes and hypertension from several sources. Fig. 3 shows the sample screenshots of our data set. The features of this dataset (asked questions in the survey) were: What is your age?, What is the duration of your diabetes in years?, Do you use insulin for managing your diabetes?, How often do you visit the doctor each month for your diabetes?, How many times a day do you check your blood glucose levels?, How many hours per week do you typically spend on exercise?, How many hours per day do you typically spend on meal planning?, What is the total amount, in Taka (Tk), that you spend on direct costs for your diabetes management?, What is the total amount, in Taka (Tk), that you spend on direct costs for your diabetes management?, What is your current glucose level?, What is your current glucose level?,
Blood Pressure?, What is your skin thickness measurement?, What is your insulin level?, What is your current BMI?, What is your Diabetes Pedigree Function value?, Do you have a history of hypertension?, and What is your current HbA1c level?. The dataset comprises 779 responses collected from a survey that aims to design a lifestyle conducive to achieving a healthy life. The survey consists of 18 questions that explore various aspects of lifestyle choices. Each row in the dataset represents a unique respondent, resulting in a total of 779 rows. The 18 columns in the dataset correspond to the survey questions and capture the respondents’ answers regarding their diabetes and hypertensive symptoms, as well as their reported lifestyle factors. This dataset focuses specifically on individuals who have diabetes and hypertensive symptoms. These attributes provide insights into the patients’ conditions and help understand how diabetes and hypertension affect their lives.

Fig. 2. Process flow diagram of diabetic and hypertension assistance mobile application

3.3. Data Validation, Data Cleaning, and Data Preprocessing

Verifying the dataset with a specialist is a crucial step in ensuring the accuracy and reliability of research. We have verified the dataset with the help of three doctors (diabetic and hypertension specialists) from Chittagong medical college. We have decided on a majority voting policy. As part of this process of checking, three experts with specialized knowledge and professional experience were consulted. There are 7749 rows and 18 columns in this data set.
experts examined the survey data to find out about the symptoms of diabetes and high blood pressure, changes in lifestyle, and the time and money burden. After that, they checked to make sure that the surveys used here are correct and met clinical standards. In the dataset, initially, categorical information was observed (after the completion of the survey). However, machine learning models typically require numerical data for analysis. To address this, we applied label encoding to convert the categorical data into numerical form. Additionally, we examined the dataset for missing values and fortunately found that no missing values were present. Consequently, no further steps were required to handle missing values in our dataset. Feature selection can reduce the number of input variables number in a model by focusing on relevant data and removing irrelevant information. In our context, numerous features are associated with the prediction task at hand.

Fig. 4. Block of code and output of random forest

![Random Forest Code Output](image1.png)

Fig. 5. Block of code and output of SVM

![SVM Code Output](image2.png)

3.4. Building Machine Learning Model

In this step, we have divided our main dataset into training subsets (75%) and testing subsets (25%). Multiple machine learning classification algorithms (e.g., KNN, Decision Tree, Adaboost, Gradient Tree Boosting, SVM, Random Forest, and Naive Bayes) are employed to train the model. Each algorithm is trained, and its accuracy is evaluated. The objective is to identify the most effective classifier for our dataset. Based on the results of the assessment matrices, the best model has been selected. We have used the grid search technique to fine-tune the classification algorithm’s settings for optimal performance. When compared to other algorithms, the Support Vector Machine algorithm performs best in our model. After selecting the best machine learning model for diabetes and hypertensive prediction, we made predictions and displayed the results in the mobile application. We utilized the Scikit-learn module’s Random Forest Classifier to build the random forest model [21]. The model was trained using a designated training dataset and subsequently evaluated using a separate testing dataset. Accuracy metrics were recorded to
determine the optimal model. The results of different performance metrics for the random forest algorithm are shown in Fig. 4. Support Vector Machine (SVM) selects significant points/vectors to assist in creating the optimal hyperplane, which serves as the decision boundary [22]. In Fig. 5, data is classified based on this hyperplane (SVM). In this work, we employed the Decision Tree Classifier from the Scikit-learn module [23] to create a model. The model was trained and its performance was evaluated by using a testing dataset. To identify the optimal model, accuracy metrics were recorded. The evaluation metrics (e.g., accuracy) results for the decision tree model are depicted in Fig. 6. Similarly, for the K-Nearest Neighbor or KNN-based prediction scheme [13], we constructed a model using the KNN Classifier from the Scikit learn module. The evaluation metrics results regarding the KNN model were presented in Fig. 7.

![Fig. 6. Block of code and output of decision tree](image1)

![Fig. 7. Block of code and output of KNN or K Nearest neighbor algorithm](image2)

![Confusion Matrix - Decision Tree](image3)

![Confusion Matrix - Random Forest](image4)
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Fig. 8. (a) Confusion Matrix for Decision Tree, (b) Confusion Matrix for Random Forest, (c) Confusion Matrix for SVM, (d) Confusion Matrix for KNN, (e) Confusion Matrix for AdaBoost, (f) Confusion Matrix for Gradient Boosting, (g) Confusion Matrix for Naive Bayes

Fig. 9. Performance evaluation of ML algorithms

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Forest</td>
<td>87%</td>
<td>0.89</td>
<td>0.87</td>
<td>0.86</td>
</tr>
<tr>
<td>AdaBoost</td>
<td>89%</td>
<td>0.89</td>
<td>0.88</td>
<td>0.86</td>
</tr>
<tr>
<td>Support Vector Machine</td>
<td>93%</td>
<td>0.91</td>
<td>0.93</td>
<td>0.93</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>87%</td>
<td>0.89</td>
<td>0.88</td>
<td>0.86</td>
</tr>
<tr>
<td>K-Nearest Neighbor</td>
<td>75%</td>
<td>0.74</td>
<td>0.74</td>
<td>0.74</td>
</tr>
<tr>
<td>Gradient Boosting</td>
<td>78%</td>
<td>0.81</td>
<td>0.79</td>
<td>0.77</td>
</tr>
<tr>
<td>Gaussian Naive Bayes</td>
<td>79%</td>
<td>0.80</td>
<td>0.79</td>
<td>0.78</td>
</tr>
</tbody>
</table>
Table 1. Comparison with existing works (diabetic and hypertension prediction)

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Existing scheme [10]</td>
<td>60.2%</td>
<td>.61</td>
<td>.60</td>
<td>.61</td>
</tr>
<tr>
<td>Existing scheme [12]</td>
<td>82%</td>
<td>.83</td>
<td>.82</td>
<td>.83</td>
</tr>
<tr>
<td>Our proposed scheme (SVM)</td>
<td>93%</td>
<td>.91</td>
<td>.93</td>
<td>.93</td>
</tr>
</tbody>
</table>

Fig.10. (a) Signup and (b) login interface of our mobile application

Fig.11. Initial screen of the app and home page
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Fig. 12. Diabetic patient Prediction Interface

Fig. 13. Diabetic patient Prediction Interface result interface (cont.)
Fig. 14. Doctor information interface

(a) Medicines
- Metformin
- Insulin
- Glucose
- Actos
- Sulfonylurea
- Gliclazide
- Meglitinide
- Glipizide
- Metaglip
- Tolbutamide

(b) Suggestions
- Follow healthy diet
  Focus on consuming a variety of fruits, vegetables, whole grains, lean proteins, and healthy fats. Limit your intake of sugary foods, refined carbohydrates, and processed foods.
- Monitor blood sugar levels
  Regularly check your blood sugar levels as recommended by your doctor and take any prescribed medications or insulin as directed.
- Physical Activity
  Aim for at least 150 minutes of moderate-intensity aerobic exercise per week, along with strength training exercises. Consult your doctor before starting any new exercise regimen.
- Take medications as prescribed
  If prescribed medication for diabetes management, ensure you take them as directed by your healthcare provider.
- Maintain a healthy weight
  If overweight, losing even a small amount of weight can significantly improve blood sugar control. Work with your doctor as a registered dietitian to develop a weight loss plan if necessary.
- Regular medical check-ups
  Visit your healthcare provider regularly for check-ups, monitoring of your diabetes, and adjustments to your treatment plan as needed.
- Reduce alcohol and tobacco use

Fig. 15. Medicine suggestion by doctor after patient detection and healthcare suggestions

Fig. 16. Comparison of Existing financial cost [10], [12] and proposed method financial cost
3.5. Performance Evaluation of Machine Learning Techniques

The confusion matrix helps measure the model’s accuracy, precision, recall, and F-score. It has four elements like TP or true positives, TN or true negatives, FP or false positives, and FN or false negatives. In Fig. 8(a), the confusion matrix of the Decision Tree has been shown which has got 44 TPs, 11 TNs, 6 FPs, and 17 FNs. From this, we can calculate the accuracy of the decision tree which is 87%. Precision means the total number of true positives in all the predictions of yes. From the results, we can get a precision of 89%. Then we look at the recall value (number of true positives in actual yes results). From the results, we get a recall of 88% approximately. The F1-score (i.e., the harmonic mean of precision and recall) is found to be 86% approximately. From Fig. 8(b), we can see the confusion matrix of Random Forest which has got 48 TPs, 13 TNs, 1 FP, and 16 FNs. From this, we can calculate our accuracy for the random forest which is 87%. From the figure, we get a precision of 89%. We also get a recall of 87% approximately. Specificity or True negative rate is found to be 88%. The F1-score for the random forest is found to be 86% approximately. From Fig. 8(c), we can see the confusion matrix of SVM which has got 46 TPs, 17 TNs, 3 FPs, and 12 FNs. From this, we can calculate the accuracy for SVM which is 93%. We get a precision of 91% for SVM. The recall value is 93% approximately. The number of false negatives is 12 and the false positive is 3. So the error rate is found to be 48% approximately. The F1-score for SVM is found to be 93% approximately. From Fig. 8(d), we can see the confusion matrix KNN which has got 41 true positives, 13 TNs, 7 FPs, and 17 FNs. From this, we can calculate our accuracy for KNN is 75%. The precision value for KNN is 74%. The recall value for KNN is 74% approximately. The error rate for KNN is found to be 50% approximately. The F1-score is found to be 74% approximately. The given confusion matrix in Fig. 8(e) pertains to the Adaboost algorithm. It predicted 46 instances of the first class (true positives) and identified 13 instances as not belonging to any class (true negatives). There were 3 false positive and 16 false negatives. From this, we can calculate the accuracy for Adaboost which is 88%. The precision value for adaboost is 89%. The recall value for Adaboost is 88% approximately. The F1-score for adaboost is found to be 86%. The given confusion matrix in Fig. 8(f) pertains to the Gradient Boosting algorithm. It predicted 89 instances of the first class (true positives) and identified 29 instances as not belonging to any class (true negatives). There were 5 false positive and 33 false negatives. From this, we can calculate our accuracy which is 79%. The precision value for gradient boosting is 81%. The recall value for gradient boosting is 79% approximately. The F1-score for gradient boosting is found to be 77%.

From Fig. 8(g), we can see the confusion matrix of Naive Bayes which has got 46 TPs, 13 TNs, 3 FPs, and 16 FNs. From this, we can get the accuracy for naive Bayes which is 75%. The precision value for naive Bayes is 79%. The recall value for naive Bayes is 79% approximately. The error rate for naive Bayes is 48% approximately. The F1-score for naive Bayes is 77% approximately. From the analysis of Fig. 9, it is evident that the Support Vector Machine (SVM) algorithm outperformed the remaining ML algorithms with an impressive accuracy of 93%. SVM also achieved superior performance across multiple metrics, including precision, recall, and F1 score. The model accuracies for Random Forest, Decision Tree, SVM, Adaboost, K-Nearest Neighbor, Gradient Tree boosting, and Naive Bayes were reported as 87%, 87%, 93%, 88%, 75%, 78%, and 79% respectively. The Support Vector Machine (SVM) algorithm surpassed the other algorithms, exhibiting the highest accuracy among these algorithms. The SVM model predicts whether a user is experiencing diabetes and hypertension or not, and the outcome is exhibited within the mobile application.
3.6. Comparison with Existing Schemes

Table 1 provides the comparison results between our proposed scheme and existing schemes. For result comparison, we have used our collected dataset. From the comparison results, anyone can see that our proposed scheme using an SVM classifier achieves more accuracy than both existing works [10] and [12]. The accuracy results of our proposed scheme, existing scheme [10], and existing scheme [12] are 93%, 60.2%, and 82%, respectively. From Table 1, we can also notice that our proposed diabetic and hypertension prediction scheme using the SVM technique offers better precision, recall, and F1 score than the compared schemes [10] and [12].

4. Mobile Application Development

The user interface of our mobile application consists of a home page and login/signup functionality. Users can create profiles within this interface, which will enable them to share their personal information and health data. The splash screen and home page of our application are displayed in Figs. 11(a) and 11(b), respectively. It provides a visually appealing and user-friendly interface for users to navigate. Additionally, the signup and login pages, are shown in Figs. 10(a) and 10(b), respectively. It allows users to access their accounts or create new ones securely. This interface serves as a gateway for patients to share their health information, allowing us to provide personalized recommendations and assistance in managing their conditions effectively. The diabetic and hypertension prediction interface is illustrated in Fig. 12 and Fig. 13, respectively. The logged in users can share their information, which is utilized for prediction purposes by completing a form. The provided information is then sent to the backend where the deployed model processes it through an API. The resulting prediction is returned to the application through another API. Based on the model’s output, the application determines whether the user has a diabetic and hypertensive or not and calculates the time and cost burden of diabetic and hypertensive patients. If the user’s life is deemed imbalanced and they are experiencing any mental health issues as a result, they can seek assistance from the doctor information page, which provides details to connect with healthcare professionals. This comprehensive system allows patients, including those with diabetes and hypertension, to actively manage their health, allowing us to provide personalized recommendations and assistance in managing their conditions effectively. The Doctor Information system serves as a valuable resource, connecting users with the necessary medical expertise to address their healthcare needs. Within our application, we have implemented a feature named medicine suggestion based on symptoms by the experienced doctor. Fig. 15(a) shows the medicine suggestion for diabetic and hypertension patients based on their symptoms. We have implemented a feature called the Suggestion Box interface in Fig. 15(b). This feature assists patients, including those who are diabetic and hypertensive, in achieving a more-healthier life and they can easily calculate the cost and time burden. This interface offers various tips and recommendations aimed at improving their health. Users can access information on engaging in regular physical activity, taking medications as prescribed, maintaining a healthy weight, and more. The Suggestion Box interface, as depicted in Fig. 15(b) provides a user-friendly and intuitive platform for users to explore and implement these valuable suggestions. By incorporating these tips into their daily routines, patients can strive for a healthier and more harmonious lifestyle.
Table 2. User survey results regarding real-world applicability of our proposed application

<table>
<thead>
<tr>
<th></th>
<th>Yes</th>
<th>No</th>
<th>No comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Helpful regarding early diabetic and hypertension prediction</td>
<td>75%</td>
<td>10%</td>
<td>15%</td>
</tr>
<tr>
<td>App can save time and cost regarding treatment</td>
<td>80%</td>
<td>12%</td>
<td>8%</td>
</tr>
<tr>
<td>App can provide security of users data</td>
<td>65%</td>
<td>30%</td>
<td>5%</td>
</tr>
<tr>
<td>App is market ready</td>
<td>65%</td>
<td>25%</td>
<td>10%</td>
</tr>
</tbody>
</table>

5. Evaluation Results

Fig. 16 compares the financial cost for multiple patients for both the existing scheme (probable value submitted by users in the collected data set via questionnaire) and the proposed scheme. It can be concluded from Fig. 16 that by providing diabetic and hypertension patient prediction and medicine suggestions our proposed scheme can lower the financial cost burden of the existing scheme [10], [12]. It can be noted that, in the existing scheme, users can take extra medicine based on their prior knowledge or belief. The graph suggests that the cost of treatment increases as the total patients increase. Fig. 17 depicts the required time burden cost for multiple patient treatments for both the existing scheme (probable value submitted by users in the collected data set) and the proposed scheme. We can see from Figure 17 that our proposed method can reduce the time cost regarding the treatment over the existing time cost by using both ML-based prediction schemes and mobile applications. It can be noted that, in the existing scheme, users can take extra time for treatment due to offline based doctors’ appointments for suggestions and travel time delays.

Fig. 18 shows the user evaluation results regarding the proposed mobile application features. We have collected sixty users’ opinions. They checked our mobile application features and provided the rating point. The reviewers mainly checked the login page, doctor information, home screen, and prediction page (diabetic and hypertension disorders). We can see from Figure 18 that the good comment, average comment, bad comment, and no comment secured first, second, third, and fourth place, respectively. For instance, for the prediction feature evaluation result in Fig. 18, the number of user rating points with good comments, average comments, bad comments, and no comments is 32, 12, 10, and 6, respectively. Table 2 shows the real-world applicability results of our mobile application. We have collected 60 user opinions regarding the real-world applicability issues associated with our mobile application. The results show that more than 65 percent of users are satisfied with the diabetic and hypertension prediction feature, time and cost savings, security, and market-ready issues regarding our proposed application.

Potential Challenges Regarding Wider Usage of this Application

From the evaluation results, it can be verified that the proposed mobile application would be helpful for both diabetic and hypertension patients. However, some challenges still exist regarding wider usage of this application. For example, rural people may not be literate enough to use the mobile application features. However, a proper support system at the rural government office can be helpful for the illiterate people to use the mobile application. Another issue is the large number of users support and security. Using more powerful servers with storage facilities, private cloud services like Google Cloud Service/storage providers, and an advanced quantum cryptography scheme could be useful to deal with such challenges.

6. Conclusions

This paper presents a machine learning-based prediction model for the detection of diabetic and hypertensive patients by investigating the accuracy performance of Random Forest (RF), K-Nearest Neighbor (KNN), AdaBoost, Gradient Boosting, Decision Tree (DT), Support Vector Machine (SVM), and Gaussian Naive Bayes Algorithm. To assess diabetic and hypertension patients, this paper collects a data set from 779 users. Our results show that the Support Vector Machine (SVM) algorithm is most suited for the diabetic and hypertension patient prediction model with 93 percent accuracy. By utilizing the machine learning-based prediction model, the existing healthcare system can analyze patient data and provide accurate predictions regarding their diabetic and hypertensive status. These models can aid in early detection, risk assessment, and personalized treatment planning for individuals at risk of these chronic conditions. This paper also gives a mobile application for diabetic and hypertensive patients with login and signup features, the home page, prediction interface, doctor’s search, health suggestions, and medicine suggestions from doctors, among others. Our user rating analysis showed that more than 70 percent of users are satisfied (e.g., both good and average comment users) with the developed mobile application features.

In the future, we will try to increase the dataset quantity, as a larger dataset would have resulted in more precise and accurate findings. In addition, the number of mobile application features can be increased with more statistics and emergency help features. To ensure the security and privacy protection of users’ data, we will try to incorporate modern encryption and block chain-based algorithms into our mobile application. Further, we will try to incorporate this application into the present healthcare systems and analyze its effects, real-time wearable device based data collection, patients with more geographical regions, bias and potential bias issues, and more advanced features like machine learning-based user cost prediction for diabetic and hypertension disease treatment, among others.
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