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Abstract: In the capital market, there are two methods used by investors to make stock price predictions, namely 

fundamental analysis, and technical analysis. In computer science, it is possible to make prediction, including stock price 

prediction, use Machine Learning (ML). While there is research result that said both fundamental and technical parameter 

should give an optimum prediction there is lack of confirmation in Machine Learning to this result. This research conducts 

experiment using Support Vector Regression (SVR) and Support Vector Machine (SVM) as ML method to predict stock 

price. Further, the result is compared between 3 groups of parameters, technical only (TEC), financial statement only (FIN) 

and combination of both (COM). Our experimental results show that integrating financial statements has a neutral impact 

on SVR predictions but a positive impact on SVM predictions and the accuracy value of the model in this research 

reached 83%. 

 

Index Terms: Stock Prediction, Technical Analysis, Financial Statement, Support Vector Regression. 

 

 

1.  Introduction 

In the capital market, there are two methods used by investors to make stock price predictions, namely fundamental 

analysis, and technical analysis. The fundamental analysis makes stock price predictions based on an analysis of the 

company's intrinsic fair value compared to the actual stock price [1]. Fundamental analysis performs quantitative analysis 

of financial reports. Analysis usually includes things such as income, expenses, assets, and liabilities [2]. On the other 

hand, technical analysis is based on historical stock prices and movements in the previous period to make predictions of 

stock prices in the future [3]. Technical analysis uses tools such as stochastic, relative strength index or moving average 

[4]. 

In computer science, there is a method to make prediction named machine learning (ML). ML learn from training 

data to create a model. Based on the model, ML able to pro-duce result when new data supplied [5]. Due its characteristic, 

ML mostly used in prediction [6] or recognition [7]. Naturally, there are plenty researches in stock price prediction using 

ML. Another researches use neural network, a method in ML, with technical parameter to predict stock price [8-10]. 

Another ML methods used in predicting stock price are Support Vector Machine (SVM) [11] and Support Vector 
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Regression (SVR) [4]. The actual parameters in the research are stock technical indicators, such as Simple Moving 

Average (SMA) and Relative Strength Index (RSI). Those indicators are formulated from historical stock prices. Some 

research even make prediction by integrating news sentiment [12] or search trend [13] to the technical parameter. 

In predicting stock price, ML can also combine with fundamental parameters. However, SVM [14] and neural 

network [15] are chosen as the method. The actual parameters in the research are Price to Earning, Book Value to Share 

and liabilities which are taken from company financial statement. While there is research of that use ML with technical 

parameter or fundamental parameter, the most used parameter with ML is technical parameter. Fundamental parameter is 

less preferred in ML. Moreover, combining both technical and fundamental parameter in ML is the least preferred. This is 

interesting since actually both technical and fundamental parameter should make an optimum prediction [16-18]. 

From the background above, our major contribution in this research as follows: (1). Our works wants to understand 

the impact of integrating financial statements to technical parameters in predicting stock price using ML. The method of 

ML used is SVM and SVR. SVM method used to predict price signal (up or down) while SVR method use to predict the 

price itself. (2). While the experiment may seem like feature selection method, it actually tries to give a proper 

confirmation of discussion about technical and fundamental parameter in stock prediction with ML. The rest of this paper 

contains the materials and methods are explained in section 2. In section 3 describes the result and discussion and section 

4 outlines the conclusion and possible future work research. 

2.  Background 

2.1.  Support Vector Regression (SVR) 

The SVR is a development of the Support Vector Machine (SVM). SVR offers the best balance between empirical 

noise and model complexity. This is achieved by limiting the SVR regression function to the hyperplane class function 

and providing a boundary, known as the insensitive tube, around the hyperplane. Moreover, the regression function only 

relies on a limited set of training data, called the support vector. This support-vector is associated with limiting the 

optimization problem. Given the form dataset (xi, yi) є RN x R, dual SVR optimization problem can be written in the 

following formula as. 

 

𝑚𝑎𝑥𝑖𝑚𝑖𝑧𝑒 𝑊(,∗ ) =  −
1

2
∑ (𝑖 − 𝑖

∗)𝑚
𝑖,𝑗=1 (𝑗 − 𝑗

∗)〈𝜙(𝑥𝑖), 𝜙(𝑥𝑗)〉 − 𝜀 ∑ (𝑖
∗ − 𝑖)

𝑚
𝑖=1 + ∑ (𝑖

∗ − 𝑖)
𝑚
𝑖=1 𝑦𝑖      (1) 

 

Subject to 

 
∑ (𝑖 − 𝑖

∗)𝑚
𝑖=1 = 0                                                                           (2) 

 

Moreover, SVR is capable of performing non-linear regression with kernel tricks. It is done by giving the SVR a 

special kernel function that maps data from the input field to the high-dimensional feature plane, where linear regression 

is performed. The kernel functions used usually consist of Linear, Polynomial, and Gaussian [19]. 

2.2.  Support Vector Machine (SVM) 

The problem of separating the set of training vectors which has 2 separate classes, which can be stated in Formula 

(3). 

 
(𝑥𝑖 , 𝑦𝑖), 𝑥𝑖  ∈ 𝑅𝑛, 𝑦𝑖  ∈ {+1. −1}, 𝑖 = 1, … , 𝑛                                                      (3) 

 

Where xi is an input vector of n dimension with a real number value and yi is the label that defines the class of xi. A 

separating hyperplane defined by an orthogonal vector w and a bias b specifying the point satisfies describes in Formula 

(4). 

 

𝑤. 𝑥 + 𝑏 = 0                                                                               (4) 

 

With parameters w and b limited by Formula 

 

𝑚𝑖𝑛𝑖|𝑤. 𝑥𝑖 + 𝑏| ≥ 1                                                                         (5) 

 

Then the separator hyperplane must meet the following constraints and show in this Formula. 

 

𝑚𝑖𝑛𝑖|𝑤. 𝑥𝑖 + 𝑏| ≥ 1                                                                         (6) 

 

The hyperplane that optimally separates the data is the one that minimizes the value. 

 

𝛷(𝑤) =
1

2
(𝑤. 𝑤)                                                                            (7)
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The limitation in Formula (7) can be relaxed by adding variables ζi >= 0, i = 1, 2, … , n. So that Formula (7) becomes 

Formula (8).  

 

𝑦𝑖(𝑤. 𝑥𝑖 + 𝑏) ≥ 1 − 𝜁𝑖 , 𝑖 = 1,2, … , 𝑛                                                           (8) 

 

In this way, the optimization problem becomes Formula (9). 

 

𝛷(𝑤, 𝜁) =
1

2
(𝑤. 𝑤) + 𝐶 ∑ 𝜁𝑖

𝑛
𝑖=1                                                               (9) 

 

In addition, constant C is a positive constant value. The solution of the optimization problem in Formula (10) with 

the limitations in Formula (9) can be solved using the Lagrange function. 
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In Formula (11) the variable αi >= 0, ζi >= 0, i = 1, 2, …, n is the Lagrange factor. Lagrange functions should be 

minimized against w, b, dan ζi. The classic Lagrange duality allows the main problem in formula (11) to be in the 

following form which is easier to solve as follows. 

 

𝑚𝑎𝑥
𝛼

[∑ 𝛼𝑖
𝑛
𝑖=1 −

1

2
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Which has the following limitations show in Formula (12). 

 
∑ 𝛼𝑖𝑦𝑖

𝑛
𝑖=1 = 0, 0 ≤ 𝛼𝑖 ≤ 𝐶, 𝑖 = 1, 2, … 𝑛                                                      (12) 

 

It is a classic quadratic optimization problem that allows for unique solutions. The optimal solution will qualify and 

explain in Formula (13). 

 

𝛼𝑖[𝑦𝑖(𝑤. 𝑥𝑖 + 𝑏) − 1] = 0, 𝑖 = 1, 2, … 𝑛                                                      (13) 

 

Formula (14) has a non-zero Lagrange factor if and only if point xi satisfies. 

 

𝑦𝑖(𝑤. 𝑥𝑖 + 𝑏) = 1                                                                         (14) 

 

This point is called SV. The hyperplane is defined by SV, which is a small subset of the training vector. So that if 

α_i^* is a non-zero optimal solution, the classification function can be expressed as in Formula (15). 

 

𝑓(𝑥) = 𝑠𝑔𝑛 {∑ 𝛼𝑖
∗𝑦𝑖(𝑥𝑖 . 𝑥)𝑛

𝑖=1 + 𝑏∗}                                                           (15) 

 

The solution to the problem in Formula (15) is b* for each non-zero αi* [20]. 

2.3.  Root Mean Squared Error (RMSE) and Mean Average Percentage Error (MAPE) 

The stock price prediction in this research will be measured using the Root Mean Squared Error (RMSE) and show in 

Formula (16). 

 

𝑅𝑀𝑆𝐸 = √
1

𝑇
∑ (𝑑𝑖 − �̂�𝑖)

2𝑇
𝑖=1                                                                 (16) 

 

Where T is the amount of data d is the value of factual data and d ^ is the value of predictive data. Another measurement 

in the research for the stock price prediction is Mean Average Percentage Error (MAPE) and describe in Formula (17). 

 

𝑀 =
1

𝑛
∑ |

𝐴𝑡−𝐹𝑡

𝐴𝑡
|𝑛

𝑡=1                                                                           (17) 

 

Where n is the amount of data At is the value of factual data and Ft is the value of predictive data [4]. 

2.4.  Research Methods 

This research uses daily stock price and quarter financial report from companies that listed in LQ45 of Indonesia 

Stock Exchange (IDX). LQ45 is a compiled list of 45 most liquid companies in IDX. The list is published in IDX official 

website.
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Fig.1. SVR diagram 

The machine learning’s method used are SVR and SVM. The SVR method is shown in Figure 1. In SVR no 

pre-processing is required to create label since the closing price is the label. Data source is split directly into training data 

and testing data. SVR creates model based on the training data and uses the model to predict testing data. The prediction is 

evaluated with the actual label with RMSE [19] / MAPE [21] as the outcome. 

 

 

Fig.2. SVM diagram 

Moreover, the SVM method is shown in Figure 2. In SVM pre-processing is required to create label. since the 

closing price is the label. The label is signal up or down. If current’s closing price higher than previous’ closing price, then 

the signal is up. While if current’s closing price lower than previous’ closing price then the signal is down. Labelled is 

split into training data and testing data. Further, SVM creates model based on the training data and uses the model to 

predict testing data. The prediction is validated with the actual la-bel with F1 score as the outcome. Since the data has 

multiple label, the result from SVR method is evaluated with F1 Score [22]. 

In this research, there are three groups of features. The first group consists of opening price, highest price, lowest 

price and closing price of daily stock trading. The first group represents the technical feature. The second group consists 

of price to earnings ratio (P/E), price to sales ratio (P/S) and price to book ratio (P/B). The second group represents 

financial statement feature. The third group combines feature from the first group with the second group to represent 

combination feature. For further reference in the paper, group 1 is labelled TEC, group 2 is labelled FIN and group 3 is 

labelled COM. 

All the prediction processes are done five times. However, since the data is originally time-series, the more common 

random or K-Fold method to create training and testing data considered inappropriate. This research use OSS, which more 

appropriate to time-series data, with 5 times iteration [23]. 

3.  Results and Discussion 

Our research work applies LQ45 stock as dataset. However, not all the company has the required financial report. 

Some of the companies did not publish the financial report in certain period. Some other companies publish incomplete 

financial report. Due to those reasons, the research use data taken from only 35 companies. Daily stock price ranges from 

April 2022 to mid-June 2023. Financial report used in this research composed from five quarterly financial reports from 

Q1 2022 until Q1 2023. 

Hence, prediction results for each group with SVR method are evaluated. RMSE and MAPE value from all groups 

are compared. The group with the best prediction is the one with the lowest RMSE or MAPE value. Simple statistic on the 

frequency of each groups makes the best prediction is created and can be seen on Table 1. 
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Table 1. Best prediction frequency between groups using SVR method 

Group Frequency (RMSE) Frequency (MAPE) 

TEC 24 (69%) 23 (66%) 

FIN 1 (3%) 0 (0%) 

COM 10 (28%) 12 (34%) 

 

Higher value of frequency in Table 1 means better value. Table 1 shows that the order of prediction from the best to 

the worst is TEC, COM and FIN. The result is consistent in both RMSE and MAPE value.  

Next examination is calculating the difference between each group. Since from Table 1 it is clear that FIN unable to 

create competitive prediction and FIN is omitted from the comparison. The difference RMSE and MAPE from each stock 

prediction in TEC and COM is calculated. The average value from the formula is shown in Table 2. 

Table 2. Average difference between technical and combination 

Comparable All Positive Negative 

RMSE -0.3% 13.5% -5.9% 

MAPE 1.8% 11.1% -3.1% 

 

Furthermore, Negative value in Table 2 means that TEC is better than COM while positive value means that COM is 

better than TEC. Column 2 shows average from all result. The number in column 1 shows that TEC is better than COM by 

0.3% under RMSE evaluation while COM is better than TEC by 1.8% under MAPE evaluation. Besides, it shows that 

COM and TEC have very small difference and hardly distinguishable. Also, Table 1 shows result that gives TEC as a 

better group of features compared to COM while the current comparison eliminates the advantage.  

Further examination held with only averaging positive value and negative value which is shown in column 3 and 4. 

Both in RMSE and MAPE value, the absolute value of positive average is much higher than the absolute value of negative 

average. Nevertheless, it means that COM is much better than TEC. 

By Table 2 only, it may seem the result from column 3 and 4 contradicts with the result from column 2. To explain 

the finding, Table 1 is brought to analysis. Combining frequency with average difference value, it is clear that TEC is 

better in higher frequency with small value while COM is better in lower frequency with big value. It is reasonable to 

conclude that TEC and COM make equal prediction using SVR. 

Next evaluation is prediction results for each group with SVM method. As the SVR method, F1 value from all groups 

are compared. The group with the best prediction is the one with the higher F1 value. Simple statistic on the frequency of 

each groups makes the best prediction is created and can be seen on Table 3. 

Table 3. Best prediction frequency between groups using SVM method 

Group Frequency 

1 (Technical) 4 (11%) 

2 (Financial Statement) 10 (28%) 

3 (Combination) 21 (60%) 

 

Table 3 shows that prediction with SVM method using combination features is the best while using technical 

parameters only as features is the worst. Meanwhile, using financial statement only as features comes at second place. 

Comparing the result from Table 1 and Table 3 is, again, interesting. Since Table 1 gives advantage to group 1 and Table 

3 gives advantage to group 3, group 1 and group 3 is compared further. At this point no further comparison can be made 

since SVR and SVM give incomparable result other than frequency. 

This research draws same conclusion with previous research [16, 17] that integrating financial statement for stock 

price prediction has benefit at least in predicting price signal. It also complements [14] which lacks of comparison 

between the impact of financial statement with the other parameter in stock price prediction. 

From the prediction that increases with the addition of fundamental parameters, the average error value decreases. 

The comparison of the reduction in error can be seen in Table 4. 

Table 4. Prediction error decreasing comparison improves 

Method Average 

RMSE -15.88% 

MAPE -7.73% 

 

Table 4 shows a decrease in prediction error when calculated by the RMSE and MAPE methods. The average is 

taken only from increasing predictions (decreasing error). The decrease in error, when calculated by RMSE, is greater 
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than if calculated by MAPE. This is interesting, because if you look at Table 1. and Table 2. in fact, there are more 

pre-dictions with decreasing errors when calculated by the MAPE method than when calcu-lated by the RMSE method. 

From the overall prediction results, the average error value re-duction is taken. The comparison of the reduction in error 

can be seen in Table 5. 

Table 5. Error drop comparison 

Method Average 

RMSE -11.24% 

MAPE -5.43% 

 

Table 5 shows a decrease in prediction error when calculated by the RMSE and MAPE methods. The average is 

taken from the overall prediction (error decreases and er-ror increases). From these results, it is clear that the addition of 

fundamental parameters to stock predictions will reduce errors. If calculated using the RMSE method the decrease was 

11.24%, whereas if calculated using the MAPE method the decrease was 5.43%. 

In this analysis, it is also suggested that the availability of fundamental data is not as complete as technical data. This 

study was forced to ignore up to 10 company stocks for reasons of incomplete fundamental data. Even for analyzed 

company stocks, the actual use of fundamental data is not entirely correct. Prediction of stocks with fundamental analysis 

usually has a long-term time horizon (more than 5 years). Data in this study were limited to 15 months. This data 

limitation is felt to contribute to the insignificant reduction in prediction errors. 

Testing for accuracy is carried out using a confusion matrix with reference to four general conditions used as 

benchmarks in this test, namely True Positive (TP) is the condition when the system detects a financial statement in 

prediction method has positive impact, True Negative (TN) is the situation when the system detects the condition of the 

financial statement in prediction method has neutral impact, False Positive (FP) is the condition when the system does not 

detect the financial statement in prediction method has positive impact, and False Negative (FN) is the condition when the 

system does not detect the financial statement in prediction method has neutral impact [23-25]. Carrying out 30 trials, the 

system predicted that 15 financial statement trials in the prediction method had positive impact and 2 positive impacts 

were predicted not to be detected. There are 13 experiments when the system does not detect the financial statement in 

prediction method has positive impact. The model also predicts that there are 3 conditions when the system does not 

detect the financial statement in prediction method has neutral impact. This statement can be seen in Table 6 below. 

Table 6. Confusion matrix 

N = 30 Actual Positive (+) Actual Negative (-) 

Positive Prediction (+) 15 TP 3 FP 

Negative Prediction (-) 2 FN 10 TN 

  

Based on Table 6, 30 experiments have been carried out, so the actual positive and positive predictions are 15 TP, the 

actual negative and positive predictions are 3 TP, the actual positive and negative predictions are 2 FN, and the actual 

negative and negative predictions are 10 TN. Once the amount of correctly predicted and incorrectly predicted data is 

known, calculations can be carried out to determine the accuracy, precision and recall of all the data. After knowing the 

amount of data from positive actuals, negative actuals, positive predictions and negative predictions, calculations can be 

carried out in Table 7 below to determine the accuracy, precision and recall of the financial statement in prediction 

method has positive impact. 

Table 7. Confusion matrix calculation results 

Parameters Actual and Prediction (%) 

Accuracy 0.8333 

Precision 0.8333 

Recall 0.8823 

 

Based on experiments from Table 7, the results of the confusion matrix calculation for detecting financial statements 

in the prediction method obtained an accuracy value of 83.33%, then a precision value of 83.33% was obtained, and a 

recall value of 88.23% was obtained. Based on the results obtained, it can be concluded that the accuracy, precision and 

recall values are good, so this model can make predictions well. 

4.  Conclusions 

Prediction with SVR method predicts the stock price itself. This research finds that integrating financial statement 

with technical parameter to SVR prediction has mixed impact. From frequency point of view, the integration failed to 

improve the prediction. Prediction with technical parameter only gives the best result (69% RMSE and 66% MAPE) 
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compared to combination features (28% RMSE and 34% MAPE) and financial report only (3% RMSE and 0% MAPE). 

While from RMSE and MAPE differences, the integration gives an indistinguishable result between combination features 

(better 1,8% MAPE) and technical parameter (better 0.3% RMSE). However, judging the overall result, this research 

concludes that integration of financial statement in prediction with SVR method has neutral impact. 

Another prediction with SVM method predicts the price signal (up or down). From the result, combination features 

make the best prediction at the highest frequency (60%) compared to financial statement (28%) and technical parameter 

(11%). The result evaluated with F1-Score. The conclusion is integration of financial statement in prediction with SVM 

method has positive impact and the accuracy value of the model in this research reached 83%. 

Limited availability of fundamental data limits the prediction process. In our future works, we will conduct research 

with more complete fundamental data (covering at least 5 years) is expected to provide a more precise picture of 

predictions using combined technical and fundamental parameters. 
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