Investigation of the Effect of Normalization Methods on ANFIS Success: Forestfire and Diabets Datasets
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Abstract: Machine learning and artificial intelligence techniques are more and more in our lives and studies in this field are increasing day by day. Data is vital for these studies. In order to draw meaningful conclusions from the available data, new methods are proposed and successful results are obtained. The preparation of the obtained data is very important in the studies to be carried out. Data preprocessing is very important in the preparation of data. The most critical stage of the data preprocessing process is the scaling or normalization of the data. Machine learning libraries such as scikit-learn and programming languages such as R provide the necessary libraries to scale data. However, it is not known exactly which normalization method will be applied and which will yield more successful results. The success of these normalization methods has been investigated on many different methods, but such a study has not been done on the adaptive neural fuzzy inference system (ANFIS). The aim of this study is to examine the success of normalization methods on ANFIS in terms of both classification and regression problems. So, for studies using the Anfis method, guidance will be provided on which normalization process will give better results in the data preprocessing stage. Four different normalization methods in the scikit-learn library were applied on the Diabets and Forestfire datasets in the UCI database. The results are presented separately for both classification and regression. It has been determined that min-max normalization in classification problems and working with original data in regression problems are more successful.

Index Terms: Data normalization, data scaling, Anfis, classification, regression, scikit-learn.

I. Introduction

With the development of technology, the use of computers and mobile phones has increased, and as a result, there has been a serious increase in the amount of data. The increase in the amount and speed of data has brought about the processing of this data and the extraction of meaningful information. Machine learning and artificial intelligence techniques have gained increasing importance in the processing of this data in recent years.

Fuzzy Logic, proposed by Zadeh in 1965, has been an important step in artificial intelligence techniques. In the classical set concept, an element either completely belongs to a set or it does not. Fuzzy logic softened this sharp distinction and suggested that an element may belong to more than one set. The fuzzy logic approach has been successfully applied in many fields such as health [1], education [2], finance [3]. Another important method such as fuzzy logic is artificial neural networks. This method, which was inspired by the human brain, has provided important developments in the field of artificial intelligence.

Another important method such as fuzzy logic is artificial neural networks. This method, which was inspired by the human brain, has provided important developments in the field of artificial intelligence.

The ANFIS method has emerged with the combination of two important different methods such as fuzzy logic and artificial neural networks. Since there is no learning from data in the fuzzy logic approach, and there is no exact rule about how the number of layers and nodes should be determined in artificial neural networks, ANFIS has been widely used. Successful application results have been obtained in many different fields [4,5,6].

The ANFIS method is a method that works with data. Therefore, preparing the data is a very important step. One of the most important points of this stage, known as data preprocessing, is the data normalization process. The data normalization process ensures that the features in the data set are brought to a certain range, regardless of the mean and distribution range. Thus, different mean and distribution states are eliminated. Thus, features that can take very large values and features that have small values will have similar importance when the algorithm is run. There are many normalization methods in the literature, mainly min-max and z-score methods [7]. There is no study examining the success of normalization methods on ANFIS. Therefore, the question of which normalization method is more suitable
for the studies on Anfis becomes an important problem. With the results obtained from the study, it is expected to show which method can be more efficient in the normalization phase to studies using Anfis.

In addition, due to the wide variety of normalization methods and the use of different normalization methods in the studies, the methods found in the scikit-learn library, which is widely used, were used in this study. These methods are: MinMaxScaler, RobustScaler, StandardScaler, and MaxAbsScaler are methods.

1.1. Related Works

Normalization processes, which constitute an important step of the data preprocessing stage, have been examined in terms of many methods in the literature. The success of the z-score and min-max methods on the KNN algorithm was examined on the IRIS dataset and it was determined that the min-max normalization was more successful [8].

Studies have been conducted to examine the effects of normalization methods on the performance of artificial neural networks (ANN). In these studies, the effect of the normalization process on artificial neural networks was analyzed together with feature selection and different sample sizes. Studies have shown that different normalization procedures and sample sizes lead to differences in study results [9,10,11].

The effect of normalization techniques on classification success was investigated both in brain tumor images and in open-to-use datasets. As a result of the examination, it was determined that the normalization techniques were quite effective on the classification success. ANN, SVM and KNN methods were used in the studies [12,13].

In the classification study on video data, it was stated that normalization methods were effective on the results using ANN method [14].

When the studies are examined, it is seen that the classification successes are generally examined on the ANN method. These examinations revealed the necessity of examining the estimation success of the normalization methods on the ANFIS success in addition to the classification success.

1.2. Anfis

ANFIS is an artificial intelligence method proposed by Jang, (1993). Fig. 1 shows the ANFIS structure [15,16].

![Fig.1. ANFIS structure](image)

ANFIS has a structure consisting of five different layers. In the first layer, each input data is assigned to the clusters determined for the attribute with the degree of membership. If the number of clusters of attributes is high, there will be a serious increase in the number of rules to be produced in the system. For example, if the system has five features and each feature has two sets, there will be a total of thirty-two rules. The system generates a prediction by running the rules created as if-then. Automatically created rules are updated according to the values in the data set and the system takes its final form.

2. Method

In the study, the effect of normalization methods on the ANFIS method was examined. Two different datasets were used because it was desired to examine both classification and prediction success. So, for studies using the Anfis method, guidance will be provided on which normalization process will give better results in the data preprocessing stage.

2.1. Datasets

Within the scope of the study, 2 datasets that are open to access in the UCI database were used [17,18]. Datasets
used are shown in Table 1. The reason for choosing two different datasets is that one is suitable for the classification and the other is suitable for the regression problem.

Table 1. Datasets used in the study

<table>
<thead>
<tr>
<th>Dataset</th>
<th>No. of samples</th>
<th>No. of attributes</th>
<th>Data type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diabets</td>
<td>768</td>
<td>8</td>
<td>Classification</td>
</tr>
<tr>
<td>Forestfire</td>
<td>517</td>
<td>12</td>
<td>regression</td>
</tr>
</tbody>
</table>

2.2. Normalization Methods

Within the scope of the study, 4 different normalization methods were used. The libraries offered by the scikit-learn library were taken into consideration in the selection of these normalization methods.

A. Min-max Normalization

Min-max scaling: In this method given in (1), the data is reduced to the range of 0-1. There is no change in the distribution of the data.

\[
x' = \frac{x_i - x_{\text{min}}}{x_{\text{max}} - x_{\text{min}}}
\]

\(x\): normalized attribute
\(x_{\text{min}}\): Minimum value of the attribute
\(x_{\text{max}}\): Maximum value of the attribute

B. Z-Score Normalization

In this method given in (2), the feature values are subtracted from the mean and normalized by dividing by the standard deviation. Although there is no limit to the attribute value range, it is usually seen that the values are in the range of -3 and +3.

\[
x' = \frac{x_i - \mu_i}{\sigma}
\]

\(x\): normalized attribute
\(\mu_i\): Average of the attribute
\(\sigma\): Standard deviation of the attribute

C. Robust Normalization

In this method given in (3), it is more useful especially when there is an outlier in the data. Because it uses the median value instead of the mean and the quartile range instead of the value range. The quartile range is known as the IQR (Interquartile Range) and is scaled according to the difference between the 1st and the 3rd Quartile range [19].

\[
x' = \frac{x_i - \text{median}}{p_{75} - p_{25}}
\]

\(x\): normalized attribute
\(\text{median}\): The median of the attribute
\(p_{75}\): 3rd quartile of the attribute
\(p_{25}\): 1st quartile of attribute

D. Maxabs Normalization

In this method given in (4), each feature in the data is obtained by dividing its absolute maximum value [20].

\[
x' = \frac{x_i}{\max|x_i|}
\]

3. Findings

3.1. Normality Test Results

The assumption of normal distribution gains importance as the z-score normalization method will be applied to the features in the data sets within the scope of the study. Therefore, the features were tested for normality and the results are shown in Table 2 and Table 3.
Table 2. Normality test results for the diabetes dataset

<table>
<thead>
<tr>
<th>Shapiro-Wilk</th>
<th>Kolmogorov Smirnov</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.61E-05</td>
<td>0.0</td>
</tr>
<tr>
<td>1.99E+05</td>
<td>0.0</td>
</tr>
<tr>
<td>1.58E-12</td>
<td>0.0</td>
</tr>
<tr>
<td>1.75E-07</td>
<td>0.0</td>
</tr>
<tr>
<td>7.92E-19</td>
<td>3.83E-172</td>
</tr>
<tr>
<td>1.84E+01</td>
<td>0.0</td>
</tr>
<tr>
<td>2.48E-12</td>
<td>1.35E-187</td>
</tr>
<tr>
<td>2.40E-09</td>
<td>0.0</td>
</tr>
<tr>
<td>1.29E-22</td>
<td>4.57E-163</td>
</tr>
</tbody>
</table>

Table 3. Normality test results for Forestfire dataset

<table>
<thead>
<tr>
<th>Shapiro-Wilk</th>
<th>Kolmogorov Smirnov</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.71E-14</td>
<td>0</td>
</tr>
<tr>
<td>1.88E-17</td>
<td>0</td>
</tr>
<tr>
<td>2.20E-25</td>
<td>0</td>
</tr>
<tr>
<td>1.95E-15</td>
<td>4.73E-235</td>
</tr>
<tr>
<td>7.89E-35</td>
<td>0</td>
</tr>
<tr>
<td>5.65E-10</td>
<td>0</td>
</tr>
<tr>
<td>1.11E-24</td>
<td>0</td>
</tr>
<tr>
<td>9.43E-21</td>
<td>0</td>
</tr>
<tr>
<td>0.000126</td>
<td>0</td>
</tr>
<tr>
<td>7.80E-13</td>
<td>0</td>
</tr>
<tr>
<td>2.49E-09</td>
<td>0</td>
</tr>
<tr>
<td>1.26E-44</td>
<td>4.83E-120</td>
</tr>
<tr>
<td>1.34E-42</td>
<td>4.83E-120</td>
</tr>
</tbody>
</table>

Fig. 2. Diabetes dataset features histograms
In addition, the distributions of the features in the datasets used in the study are shown in Fig. 2 and 3.

![Histograms of features for the Forestfire dataset](image1)

![Histograms of features for the Diabetes dataset](image2)

Fig.3. Forestfire dataset attributes histograms

### 3.2. Diabetes Dataset

The classification criteria obtained as a result of the classification made with ANFIS for the Diabetes dataset are given in Table 4.

<table>
<thead>
<tr>
<th>Method</th>
<th>Precision</th>
<th>Sensitivity</th>
<th>Accuracy</th>
<th>F1 score</th>
</tr>
</thead>
<tbody>
<tr>
<td>orjinal</td>
<td>0.734</td>
<td>0.783</td>
<td>0.821</td>
<td>0.758</td>
</tr>
<tr>
<td>minmax</td>
<td>0.754</td>
<td>0.766</td>
<td>0.827</td>
<td>0.7603</td>
</tr>
<tr>
<td>standart</td>
<td>0.75</td>
<td>0.75</td>
<td>0.821</td>
<td>0.75</td>
</tr>
<tr>
<td>maxabs</td>
<td>0.75</td>
<td>0.75</td>
<td>0.821</td>
<td>0.75</td>
</tr>
<tr>
<td>robust</td>
<td>0.733</td>
<td>0.733</td>
<td>0.809</td>
<td>0.733</td>
</tr>
</tbody>
</table>

In the classification results for the Diabetes dataset, the min-max normalization process gave the best result in the F1 criterion. It is noteworthy that other normalization methods give worse results than the results obtained with the original data.

The graphical representation of the classification criteria given in Table 1 is also given in Fig. 4.
3.3. Forestfire Dataset

A regression estimation was performed for the Forestfire dataset. It is aimed to predict the fire zones in the data set. In order to compare the results of different methods over the same values, the fire zones variable was scaled with min-max normalization, and the input variables were subjected to other normalization processes. Thus, all methods could be compared based on estimating the same output values. The estimation results are given in Table 5 for mean square error (mse), root mean square error (rmse) and mean absolute error (mae).

Table 5. Forestfire dataset estimation results

<table>
<thead>
<tr>
<th></th>
<th>mse</th>
<th>rmse</th>
<th>mae</th>
</tr>
</thead>
<tbody>
<tr>
<td>orjinal</td>
<td>0.046</td>
<td>0.215</td>
<td>0.092</td>
</tr>
<tr>
<td>minmax</td>
<td>0.073</td>
<td>0.274</td>
<td>0.104</td>
</tr>
<tr>
<td>standart</td>
<td>0.065</td>
<td>0.256</td>
<td>0.105</td>
</tr>
<tr>
<td>maxabs</td>
<td>0.078</td>
<td>0.281</td>
<td>0.104</td>
</tr>
<tr>
<td>robust</td>
<td>0.071</td>
<td>0.267</td>
<td>0.110</td>
</tr>
</tbody>
</table>

According to the regression estimation results for the Forestfire dataset, the best results were obtained with the original dataset. The graphical representation of the estimation results is given in Fig. 5.
4. Discussion

There is no study comparing the normalization methods with the ANFIS method, but different algorithms and normalization methods have been used. Therefore, the results were compared with these studies.

These results show that the min-max normalization method is more successful in classification studies. These results are similar to studies conducted on different methods in the literature [8,10,11,21]. There are also studies on the fact that different normalization methods are more successful in classification problems [13]. There are also studies in the literature showing that the original data set is more successful in classification studies. Among these, the feature normalization study for the detection of brain tumors showed that working with original data was more successful [12].

In the regression estimation results made for the Forestfire dataset, the use of the original dataset gave the best results. There are studies in the literature that give very close estimation results with the normalized data set of the original data set in regression problems [22]. However, there are also studies in which normalization methods reveal different success results in terms of mse and mae criteria [23]. It is thought that these results are due to the data sets and algorithms used.

5. Conclusion

In the literature, the success of different normalization methods on different algorithms has been examined. This study was carried out to investigate the effect of the success of normalization methods on ANFIS. The results for both classification and regression methods are presented in the study. So, for studies using the Anfis method, guidance will be provided on which normalization process will give better results in the data preprocessing stage.

The study revealed that four different normalization methods had no major effect on ANFIS in classification problems, and that working with the original data set was more effective in regression problems.

One of the most important limitations of the study is that outlier detection was not made in the data set and strong scaling algorithms were not used against outlier data. The effects of such algorithms on the results can be examined in future studies by including these algorithms in the study [24,25].

Studies examining the success of normalization methods have generally focused on classification problems. In this study, both classification and estimation were considered. Therefore, this study is important in that it indicates the necessity of considering both classification and estimation in studies in the field of data preprocessing, such as normalization methods and outlier detection.
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