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Abstract—  Bank plays the central role for the economic 

development world-wide. The failure and success of the 

banking sector depends upon the ability to proper evaluation of 
credit risk. Credit risk evaluation of any potential credit 

application has remained a challenge for banks all over the 

world till today. Artificial neural network plays a tremendous 

role in the field of finance for making critical, enigmatic and 

sensitive decisions those are sometimes impossible for human 
being. Like other critical decision in the finance, the decision of 

sanctioning loan to the customer is also an enigmatic problem. 

The objective of this paper is to design such a Neural Network 

that can facilitate loan officers to make correct decision for 

providing loan to the proper client. This paper checks the 
applicability of one of the new integrated model with nearest 

neighbor classifier on a sample data taken from a Bangladeshi 

Bank named Brac Bank. The Neural network will consider 

several factors of the client of the bank and make the loan 

officer informed about client‘s eligibility of getting a loan. 
Several effective methods of neural network can be used for 

making this bank decision such as back propagation learning, 

regression model, gradient descent algorithm, nearest neighbor 

classifier etc.  

 
Index Terms — Credit Evaluation, Decision Process, 

Backpropagation, Nearest Neighbor Rule, Gradient Descent 

Algorithm 

 

I. INTRODUCTION 

The use of Artificial Neural Network has become 

prominent in  different sectors and field of finance. In  

predicting future stock, bankruptcy, exchange rate, and 

detecting credit card fraudulence neural network has 

shown its superiority  over other systems. This is because, 

the highly distributed parallel structure of neural network 

making it possible to make crucial decision solved. Now 

with the rapid g rowth of economic and money flow, 

making loan decision has become great  concern of bank 

authority of any country, because fraud in providing loan 

is spreading rapidly. The granting of loans by a financial 

institution (bank or home loan business) is one of the 

important decision problems that require delicate care. 

Loan applications can be categorized into good 

applications and bad applications. Good  applicat ions are 

the applications that are worthy of giving the loan. Bad 

applications are those ones that should be rejected due to 

the small p robability of the applicants ever returning the 

loan. The institution usually employs loan officers to 

make cred it decisions or recommendations for that 

institution. These officers are g iven some hard rules to 

guide them in evaluating the worthiness of loan 

applications. After some period of t ime, the officers also 

gain their own experiential knowledge or intuit ion (other 

than those guidelines given from their institution) in 

deciding whether an application is loan worthy or not.  

Recently biggest amounts of loan scandal (around to 6 

billion dollar) in the history of Bangladesh was happened 

by Sonali Bank who sanctioned loan to Hallmark Group 

without proper and strong judgment that makes the bank 

authority more anxious. Inability of detecting fake 

documents and client attribute caused this massive loan 

scandal [1]. 

Generally, there is widespread recognition that the 

capability of humans to judge the worthiness of a loan is 

rather poor (Glorfeld, 1996). Some of the reasons are: (1) 

There is a large gray area where the decision is up to  the 

officers, and there are cases which are not immediately  

obvious for decision making; (2) Humans are prone to 

bias, for instance the presence of a physical or emotional 

condition can affect the decision making process. Also 

personal acquaintances with the applicants might distort 

the judgmental capability; (3) Business data warehouses 

store historical data from the previous applications. It is 

likely that there is knowledge hidden in th is  data, which 

may be useful for assisting the decision making. 

Unfortunately, the task of discovering useful relationships 

or patterns from data is difficult for humans. The reasons 

for such difficu lties are the large volume of the data to be 

examined, and the nature of the relat ionships themselves 

that are not obvious. 

Given the fact that humans are not good at evaluating 

loan applications, a knowledge discovery tool thus is 

needed to assist the decision maker to make decisions 

regarding loan applications. Knowledge d iscovery 

provides a variety of useful tools for discovering the non-

obvious relationships in historical data, while ensuring 

those relationships discovered will generalize to the 

new/future data. This knowledge in  the end can be used 

by the loan officers to assist them in reject ing or 

accepting applications. Past studies show that even the 

application of a simplistic linear discriminant technique 

in place of human judgment yields a significant, although 

still unsatisfactory increase in performance (Glorfeld, 

1996).Treating the nature of the loan application 

evaluation as a classification (Smith, 1999) and 

forecasting problem(Thomas, 1998), it is argued here that 

neural networks may be suitable as knowledge discovery 

tools for the task. Solv ing of this problem requires very 
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subtle calculat ion and observation. Classifying banks 

clients depending on several attributes who seek for loan 

into categories can be a solution to this problem. That is, 

to observe different attributes of clients including their 

professions, their credit rat ings, transactions, past history 

of loan, loan transactions with other bank etc and then 

classify them into two categories like elig ible and 

ineligible.  

As many banks provide loan to  its clients through a 

strong assessment, using of neural network and this will 

make it easier to make the decision more precise. 

Therefore, the main object ives of this study are: (i) To  

develop a robust knowledge discovery tool using Nearest 

Neighbor classifier neural network models that is both 

reliable and easy to build, and (ii) To compare the 

performance with  the basic neural network model called 

Multi Layer Perceptron (MLP) with Committee Machine 

models (namely Ensemble Averaging, MLP with 

Backpropagation and Boosting by Filtering) in scoring 

credit loan applications.  

This paper is structured as follows: section 1 d iscuss 

about introductory concept, section 2 describes the 

background of the study, section 3 reviewed the previous 

works and concepts, section 4 proposed Nearest Neighbor 

Classifier as a decision methodology, section 5 defines 

the simulation parameters and concepts, section 6 

analyzes the performances and results, section 7 identifies 

about the limitations and set the future goals and section 

8 concludes the paper. 

 

II. BACKGROUND 

A.  Credit Evaluation 

When it is required to obtain credit scoring, one has to 

undergo a process of evaluation before the credit score is    

sanctioned. This process is called as credit evaluation, 

which may take time, but concludes in either an approval 

or a rejection. Credit approval for financial sanctions is a 

vital component of any evaluation process as it is related 

to the economy of a country. Before a potential debtor 

wants to obtain credit, he must be evaluated on certain 

areas. There are five C's involved in  credit  evaluation. As 

discussed in [14] they are: character, credit report, 

capacity, cash flow, and collateral. The character of a 

person applying for a cred it is a  big factor to  the decision 

for credit approval. A person with a sound financial 

objective is likely to be granted a credit approval quickly  

and are possibly than an individual who is in  bad shape, 

not just on the financial facet, but also on other aspect 

Cred it history is another important factor considered by 

lenders in their decision to grant and approve credit  

applications. The credit report is a record of an 

individual's past borrowing and reimburs ing transactions. 

It also includes informat ion about late payments and 

bankruptcy. A credit report can be tarnished. A credit  

score can be at its low. Under these circumstances it is 

unlikely for you to earn the confidence of the lender fo r a 

credit approval.  If your cash flow is good, there is a 

possibility of getting the credit approval.  Lenders may 

also have to check the liquid ity of an individual. Th is can 

be done by checking the bank statements of an individual 

borrower. In the case of businesses, lenders may have to 

obtain a copy of the audited financial statements. The 

financial statements of businesses and bank statements 

can be utilized to show the capacity of a borrower to 

settle and repay a line of credit. The capacity of the 

borrower to pay a cred it is determined during credit  

evaluation and approval. Credit evaluation is a process 

taken by the lender with the participation of the credit 

applicant. If you want to undergo this process, it is 

important to make substantial preparation so you are 

more likely to obtain a credit  quickly and less 

expensively. 

B.  Decision Process for Credit Evaluation 

Credit managers rely heavily upon external data 

sources to guide them in the credit decision process. To 

approve or reject a credit request is a delicate task. A 

credit manager must evaluate the risk associated with 

extending credit and declining an applicant based on 

numerous factors [15]. The need for sufficient and 

reliable information is the foundation of a successful 

credit decision. A credit manager may call on references, 

run background checks, pull a credit report, verify bank 

accounts or ask questions of the applicant to validate the 

informat ion on the credit applicat ion. Credit managers are 

challenged with the task of obtaining readily available 

informat ion to support their decision while sending a 

timely response to the applicant. A major obstacle in 

achieving this task is the turnaround time associated with 

checking references. The process varies from business to 

business and may include a background check, a 

verification of a bank deposit or credit references with 

existing suppliers. 

C. Motivation for Designing Different Credit Functions 

Using Different Models 

Some businesses require written requests, while others 

may offer to do a phone interview at their convenience. 

The credit function is the heart of banking, under the 

ever changing market conditions. The lack of general 

credit review system in many banks and the lack of 

precise methods for measuring credit risk are two  

important reasons why an expert support system is 

necessary [15]. Such a system can be implemented by 

using advantages of Radial Basis Neural Network 

techniques, Multilayer perceptron Model, Regression 

techniques, SVM and Decision trees. Decision trees and 

Logistic Regression are well-established traditional 

Cred it Evaluation Model o f Loan  Proposals for 

Bangladeshi Banks statistical techniques, whereas Radial 

Basis Neural Networks are relatively new data min ing 

tools that have been successfully used for classification 

and prediction. Multilayer perceptrons using a 

backpropagation algorithm are the standard algorithm for 

any supervised-learning pattern recognition process. 

Decision trees are particularly useful for classification 

tasks. Like Radial Basis Neural Networks, decision trees 

learn from data. Using search heuristics, decision trees 

are able to find exp licit and understandable rules -like 

relationships among independent and dependent variables. 
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The purpose of the logistic regression model is to obtain a 

regression equation that could predict in which of two or 

more g roups an object could be placed (i.e. whether a 

credit should be classified as approved or rejected). SVM 

is a class of data driven and non linear methods that do 

not require specific assumptions on the underlying data. 

This feature is suitable for practical business problem 

where there are massive data. The feature of d ifferent 

model that can be used for designing credit function can 

be given as follows. 

1. Decision tree model 

Decision trees classify instances by sorting them down 

the tree from the root to some leaf node, which provides 

the classification of the instance. Each node in the tree 

specifies a test of some attribute of the instance and each 

branch descending from that node corresponds to one of 

the possible values for this attribute [16]. Advantages of 

using decision learning tree algorithms are: 

1) They generalize in a better way for unobserved 

instances, once examined the attribute value pair in the 

training data. 

2) They are efficient in  computation as it is 

proportional to the number of training instances observed. 

3) The tree interpretation gives a good understanding 

of how to classify instances  based on attributes arranged 

on the basis of informat ion they provide and makes the 

classification process self-evident. 

The operation of decision tree is based on ID3 or C4.5 

algorithms. Decision tree are self explanatory and can be 

easily converted to set of rules so they are used in credit 

evaluation process. 

2. Radial basis neural network model 

Artificial neural networks are one o f the most common 

data mining tools. Neural networks are part icularly  useful 

for the tasks of classification, pred iction, and clustering in  

business applications. Neural network models are 

characterized by three properties: the computational 

property, the architecture of the network, and the learn ing 

property [17]. Computational Property: - Neural networks 

are made up of neurons or nodes, which are simple 

processing elements. Each neuron contains a summat ion 

node and often a nonlinear sigmoidal activation function 

of the form 

  
1

( )
1 exp 2

F n
n


 

                                      (1) 

Where n = WP is the output from a summation node; λ 

is the steepness of the activation function; W is a weight 

matrix and P is an input vector. Because a single neuron 

has a limited capability, neurons (sometimes hundreds) 

are organized in  layers and are interconnected between 

layers using connections called weights. Each weight 

carries a numerical value that represents the strength of 

connection or expresses the relative importance of each 

input to the neuron. 

 

Architecture: - Radial basis neural network is most 

commonly  used architectures used in financial 

applications is radial basis neural network. Radial Basis 

Functions are powerful techniques for interpolation in 

multid imensional space. They can model non linear 

function using a single h idden layer which removes some 

design decisions about number of layers. The simple 

linear transformation in the output layer can  be optimized 

fully using traditional linear modeling techniques which 

are fast and do not suffer from the problems such as local 

minima. RBF networks can therefore be trained 

extremely quickly. 

 

Learning: - Neural networks use a three types of learning 

modes supervised learning, unsupervised learning, and 

reinforcement learn ing. During supervised learning, 

which is the most common for the mentioned feed-

forward networks, weights are in itialized  at small random 

values and training patterns are presented to the network 

one pattern at a time. The output produced by the training 

pattern is compared with the actual response provided by 

a teacher. The differences modify the weights of the 

network to make them closer to the actual output. This 

process is repeated for all train ing patterns contained in a 

training set until the cumulative error between the actual 

outputs and the network's output is reduced to a small 

value. 

Weights are crucial to the operation  of the neural 

network because through their repeated adjustment the 

neuron (or network) learns. Knowledge of the network is 

encoded in its weights. The most attractive features of 

these networks are their ability to adapt, generalize, and 

learn from training patterns. Due to this feature it is used 

in credit evaluation process. 

3. Logit Regression Model 

The purpose of the logistic regression model is to 

obtain a regression equation that could predict in which 

of two or more groups an object could be placed (i.e. 

whether a credit should be classified as a good credit or a 

bad credit) [17]. The logistic regression also attempts to 

predict the probability that a binary or ordinal target will 

acquire the event of interest (e.g. credit payoff or credit 

default) as a function of one or more independent 

variables (i.e. amount of credit, borrower job category, 

reason of credit). The logit model is represented by the 

logistic response function P(y) of the form: 

 
  

0

1
,
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The function P(y) describes a dependent variable y 

containing two or more qualitative outcomes. Z is the 

function of m independent variables x called predictors, 

and b represents the parameters. The x variables can be 

categorical or continuous variables of any distribution. 

The value of P(y) that varies from 0 to 1 denotes the 

probability that a dependent variable y belongs to one of 

two or more groups. The principal of maximum 

likelihood can commonly be used to compute estimates 

of the b parameters [17]. Th is means that the calculat ions 

involve an iterative process of improving approximat ions 
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for the estimates until no further changes can be made. 

Unlike radial basis neural networks, logistic regression 

models are designed to predict one dependent variable at 

a time. Logistic regression output provides statistics on 

each variable included in the model. Researchers then can 

analyze the applicat ions with these statistics to test the 

usefulness of specific information. Th is model is easy to 

use and has good flexibility so it is used in credit scoring 

application. 

4. Multilayer Perceptron Neural Network Model 

A Multilayer Perceptron (MLP) is a feed forward  

artificial neural network model that maps sets of input 

data onto a set of appropriate output. An MLP consists of 

multip le layers of nodes, with each layer fully connected 

to the next one. Except for the input nodes, each node is a 

neuron (or processing element) with a nonlinear 

activation function. MLP utilizes a supervised learning 

technique called back propagation for train ing the 

network MLP is suitable for credit  evaluation process 

because of its classification accuracy [18]. If a multilayer 

perceptron has a linear activation function in all neurons, 

that is, a simple on-off mechanism to determine whether 

or not a neuron fires, then it  is easily proved with linear 

algebra that any number o f layers can be reduced to the 

standard two-layer input-output model Each neuron uses 

a nonlinear activation function which was developed to 

model the frequency of action potentials, or firing, of 

biological neurons in the brain. This function is modeled 

in several ways, but must always be normalizab le and 

differentiable. The two main activation functions used in  

current applications are both sigmoid, and are described 

by 

   
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in which the former function is a hyperbolic tangent, 

which ranges from -1 to 1, and the latter is equivalent in  

shape but ranges from 0 to 1. Here     is the output of the 

ith node (neuron) and    is the weighted sum of the input 

synapses. More specialized activation functions include 

radial basis functions which are used in  another class of 

supervised neural network models. The multilayer 

perceptron consists of three or more layers (an input and 

an output layer with one or more hidden layers) of 

nonlinearly-activating nodes. Each node in one layer 

connects with a certain weight     to every node in the 

following layer. Multilayer Perceptron most commonly  

seen in speech recognition, image recognition, and 

machine translation software, but they have also seen 

applications in other fields  such as cyber security. 

5. Support Vector Machine Model 

A support vector machine (SVM) is a concept in 

statistics and computer science for a set of related 

supervised learning methods that analyze data and 

recognize patterns, used for classification and regression 

analysis. Support vector machine was first proposed by 

Vapnik (1998). Its main idea is to minimize upper bound 

of the generalizat ion error and it maps the input vector 

into high dimensional feature space through some 

nonlinear mapping. In this space, the optimal separating 

hyper plane, which separates the two classes of data with 

maximal margins, is constructed by solving constrained 

quadratic optimizat ion problem whose solution has an 

expansion in terms of a subset of training patterns that lie  

closest to the boundary. It is been discussed in [19] how 

SVM has a best method for classification in terms of 

credit approval process. Sequential minimal optimizat ion 

(SMO) is an algorithm for efficiently solving the 

optimization problem which arises during the training of 

support vector machines. It was invented by John Platt in 

1998 at Microsoft Research. SMO is wide ly used for 

training support vector machines and is implemented by 

the popular libsvm tool. The publicat ion of the SMO 

algorithm in 1998 has generated a lot of excitement in the 

SVM community, as previously available methods for 

SVM train ing were much more  complex and required 

expensive third-party QP solvers. 

 

III. LITERATURE REVIEW 

Artificial Neural Network is motivated by human brain  

which is massively distributed parallel processor. That‘s 

why, researchers is trying to find out optimal solution to 

find solution to the critical problems like making loan 

decision using ANN. There are many method of neural 

network that have been applied and being developed for 

making loan decisions.  

The combination of architecture, learn ing paradigm 

and learning rules define a particular neural network 

model [2]. The architecture can be in the form of feed 

forward, limited recurrent and fully recurrent networks. 

The learn ing paradigm can be classified as one of these: 

supervised, unsupervised and reinforcement. There are 

different learning algorithms for neural networks, for 

example: error correction learning, Hebbian learning, 

competitive learning and Boltzmann learning. So  

combin ing the architecture, learning paradigm and 

learning ru les of ANN various method have been 

developed to solve Bank Loan Decision Problem. 

The widespread method for making loan decision is the 

use of Backpropagation method of Neural Network that 

represents an adjustment of weight based on smaller 

decreasing method which is known as Gradient Descent. 

Back propagation was created by generalizing the 

Widrow-Hoff learn ing rule to multip le-layer perception 

and nonlinear differentiab le transfer functions. In Back 

Propagation the network is first trained with  known input 

output data set. And if the Backpropagation network can 

be trained properly then it can provide reasonable answer 

when presented to inputs that were not encountered in the 

training.  

The major limitations of back propagation method are. 

a) The Backpropagation is generally very slow because 

it requires small learning rates for stable learning. 

b) The step-size p roblem occurs because the standard 

back-propagation method computed only 
∂E
⁄∂w, the 

partial first derivative of the overall error function 

with respect to each weight in the network. 



64 Nearest Neighbor Classifier Method for Making Loan Decision in Commercial Bank   

Copyright © 2014 MECS                                                           I.J. Intelligent Systems and Applications, 2014, 08, 60-68 

c) Another problem of back-propagation learn ing is 

what we call the moving target problem. 

 

Kohenen Feature Map is another method used for this 

purpose. The Kohonen Feature Map was first introduced 

by Finnish professor Teuvo Kohonen (University of 

Helsinki) in 1982. It is probably the most useful neural 

net type. The "heart" of this type is the feature map, also 

called Self organizing Map (SOM) which is a feed 

forward / feedback type neural network which is build of 

an input layer. The feature map can be one or two-

dimensional and each of its neurons is connected to all 

other neurons on the map. It is mainly used for 

classification. The major d isadvantage of a Kohenen 

Feature Map is that it requires necessary and sufficient 

data in order to develop meaningful clusters. The weight 

vectors must be based on data that can successfully group 

and distinguish inputs. Lack of data or extraneous data in 

the weight vectors will add randomness to the groupings 

[4]. 

Glorfeld and Hardgrave (1996) presented a 

comprehensive and systematic approach to developing an 

optimal architecture of a neural network model for 

evaluating the creditworthiness of commercial loan 

applications. The neural network developed using their 

architecture was capable of correctly classifying 75% of 

loan applicants and was superior to neural networks 

developed using simple heuristics. Tessmer (1997) 

examined credits granted to small Belgian businesses using 

a decision tree-based learning approach. Tessmer focused 

on the impact of Type I credit errors (classifying good 

loans as bad loans), and Type II credit errors (classifying 

bad loans as good loans), on the accuracy, stability and 

conceptual validity of the learning process. Subsequent 

authors built on the existing research by comparing the 

performance of various data mining techniques in various 

credit risk assessment contexts. Desai et al. (1996) 

analyzed the usefulness of neural networks and traditional 

techniques, such as discriminant analysis and logistic 

regression, in building credit scoring models for credit 

unions. Desai studied data samples containing 18 variables 

collected from three credit union sand showed that neural 

networks were particularly useful in detecting bad loans, 

whereas logistic regression outperformed neural networks 

in the overall (bad and good loans) classification accuracy. 

Barney et al. (1999) compared the performance of neural 

networks and regression analyses in identifying the farmers 

who had defaulted on their Home Administration Loans 

and those farmers who paid off the loans as scheduled. 

Using an unbalanced data, Barney found that neural 

networks outperform logistic regression in correctly 

classifying farmers into those who made timely payments 

and those who did not. Jagielska et al. (1999) investigated 

credit risk classification abilities of neural networks, fuzzy 

logic, genetic algorithms, rule induction software, and 

rough sets and concluded that the genetic/fuzzy approach 

compared more favorably with the neurofuzzy and rough 

set approaches. 

IV. NEAREST NEIGHBOR CLASSIFIER METHOD 

In this section we will describe about our solutions and 

techniques used to solve this problem. We will 

successively discuss about our Methodology, The 

technique, Logic behind choosing this technique and its 

architecture. 

A.  Methodology 

Decision of bank loan allotment requires strong 

analysis and productive methodology. In the previous 

section we have discussed a little  about our solution that 

we are going  to make bank loan decision using 

classification method of neural network. That is to 

classify loan seekers into two categories - 

a) Eligible  

b) Ineligible 

 

To be categorized the loan seeker among the bank 

clients; informat ion including personal and financial 

informat ion is required and all the information is 

collected from Brac Bank of Bangladesh  by special 

request for use in academic research . After the 

complet ion of the collection of informat ion, collected 

informat ion will be made prepared for applying through 

neural network is norm of error vector.  

B.  The technique 

Though back propagation method is widely used for 

classification and problems such as Bank loan decision, 

but it has some d isadvantages that were described 

previously that can make the whole process quite slow. 

So we are not going to use this method rather we will 

show how we can make the decision making process 

faster finding out the classification using Nearest 

Neighbor classifier. 

Theoretically, in this method, first of all the neural 

network will be trained with given dataset and known 

output. Then, after finishing the training session, the 

neural network will be taken into its application session. 

And here new unknown data will be provided that was 

totally different from the data given in the train ing 

session. After getting the data neural network will try  to 

find out the distance between the training result and 

present result. The result which will be min imum will 

considered as the closest neighbor. And eventually we 

can consider that that the client who is eligib le for 

granting a loan. 

Mathematically, it works based on the Euclidian  

Distance — 

The vector X
‘
n  { X1, X2, …,XN } is the nearest 

neighbor of Xtest  if  X
‘
n is the class of Xtest.  

As learning and training is essential for every  

experiment of neural network, we will use supervised 

learning method which will be conducted with the help of 

a teacher or supervisor to make the Neural Network 

learned. In supervised learning the classes are 

predetermined that facilitates the application of this 

method.   

 

http://www.nnwj.de/kohonen-feature-map-term.html
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C.  Why Nearest Neighbor classifier? 

Nearest Neighbor classifier has tremendous advantage 

in classification. Specially, it has superiority over 

BackPropagation Method. Also Nearest neighbor 

methods have the advantage that they are easy to 

implement. They can also provide quite good results if 

the features are chosen carefully. 

 

Fig. 1. Nearest Neighbor Classifier concept  

 

The above figure is showing the method of computing 

class probabilities for the example marked with question 

mark (―?‖) using nearest neighbor rule .Since four of its 

nearest neighbors belong to the red class and only one to 

the blue, the Neural Network will pred ict the probability 

of the example belonging to the red class is 80%. 

 

V. SIMULATION 

The data set used in this research is divided into 

training and testing data sets. All training cases are set by 

default taking into account the banks' guidelines for 

personal credit approval in the banks. Data used is of 

1000 customer‘s data. To train or make the Neural 

Network learned we must collect data. Another 

interesting thing of Neural Network is that it can learn  

from noisy, incomplete or distorted sample of data 

(Glorefeld, 1996). However the train Dataset will consist 

of the data taken from Brac Bank customers as described 

before. For fitting the data with Nearest Neighbor 

Classifier, we have to collect the data in matrix form. 

It consists of different independent variables and one 

dependent variable [23]. Variables are the conditions or 

characteristics that the investigator manipulates, controls 

or observes. It is necessary to optimize variab les by using 

SVM as mentioned in [20], [21], [22]. Variables are 

classified as dependent and independent variables. An 

independent variable is the condition or characteristic that 

affects one or more dependent variables: its size, number, 

length or whatever exists independently and is not 

affected by the other variable. A dependent variable 

changes as a result of changes to the independent variable. 

Independent Variables  

 

1) Identification number  

2) Amount of loan 

3) Amount on purchase invoice  

4) Percentage of financial burden  

5) Term  

6) Personal loan  

7) Purpose  

8) Private or professional loan  

9) Monthly payment  

10) Savings account  

11) Other loan expenses  

12) Income  

13) Profession  

14) Number of years employed  

15) Number of years in Bangladesh  

16) Age  

17) Sex 

18) Payment history 

19) Home ownership 

20) Applicant type  

21) Nationality  

22) Marital status  

23) Number of years since last house move  

24) Code of regular saver  

25) Property  

26) Existing credit info  

27) Number of years client  

28) Number of years since last loan  

29) Number of checking accounts  

30) Number of term accounts  

31) Number of mortgages  

32) Number of dependents  

33) Pawn  

34) Economical sector  

35) Employment status  

36) Title/salutation 

 

Dependent variable: 

1) Credit (Eligible or Ineligible) 

Using the neural network node, we can construct, train,  

and validate a network. In  this method we can d irectly  

use the credit informat ion for example the customer is 90%  

elig ible for granting loan ,otherwise we can set a 

threshold to credit for eligib ility or inelig ibility to grant a 

loan and then we can get binary output eligib le or 

ineligible. 

For our convenience we used use Matlab, one of the 

most leading and broadly used software to simulate 

Neural Network experiments. There is a class of Mat lab  

which is known as knnclassify that we used to implement 

and make classification of the data. 

Knnclassify helps efficiently classify data after being  

trained with the given data. 

The formal structure of this class is: 

Knnclassify (Sample, Training, Group, k, distance, rule)  

It has predefined parameters those are used for taking  

input and providing desired output. 

Sample: Matrix whose rows will be classified into 

groups. Sample must have the same number of columns 

as Training. 
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Training: Matrix used to group the rows in the matrix 

Sample. Train ing must have the same number of columns 

as Sample. Each row of training belongs to the group 

whose value is the corresponding entry of group. Group 

Vector whose distinct values define the grouping of the 

rows in  Training. K
th

  number of nearest neighbors used 

in the classification. Default is 1. 

Distance: String specifying the distance metric. 

Choices are: 

 'Euclidean' — Euclidean distance (default) 

 'city block' — Sum of absolute differences  

 'cosine' — One minus the cosine of the included 

angle between points (treated as vectors) 

 'correlation' — One minus the sample correlation 

between points (treated as sequences of values) 

 'hamming' — Percentage of bits that differ (suitable 

only for binary data) 

 

Rule: String to specify the ru le used to decide how to  

classify the sample. Choices are: 

 'nearest' — Majority rule with nearest point tie-break 

(default) 

 'random' — Majority rule with random point tie-break 

 'consensus' — Consensus rule 

The dataset we use from the Brac Bank that is like 

following: 

Classifying Rows: 

The following example classifies the rows of the 

matrix sample: 

sample = [.9 .8;.1 .3;.2 .6] 

 

sample =     0.9000    0.8000 

                    0.1000    0.3000 

                    0.2000    0.6000 

 

training = [0 0;.5 .5;1 1] 

 

training =          0             0 

                          0.5000    0.5000 

                          1.0000    1.0000 

 

group = [1;2;3] 

 

group =      1 

                   2 

                   3 

class = knnclassify(sample, training, group) 

 

class =      3 

                 1 

                 2 

 

Row 1 of sample is closest to row 3 of training, so 

class (1) = 3. Row 2 of sample is closest to row 1 of 

training, so class (2) = 1. Row 3 of sample is closest to 

row 2 of training, so class (3) = 2. 

Classifying Rows into One of Two Groups (Eligib le & 

Ineligible) 

The following example classifies each row of the data 

in sample into one of the two groups in training. The 

following commands create the matrix t rain ing and the 

grouping variable group, and plot the rows of training in  

two groups.  

training = [mvnrnd([ 1  1],   eye(2), 100); ... 

            mvnrnd ([-1 -1], 2*eye (2), 100)]; 

group = [repmat(1,100,1); repmat(2,100,1)]; 

gscatter(training(:,1),training(:,2),group,'rb','+x'); 

legend('Training group 1', 'Training group 2'); 

 

 

Fig. 2. Classifying into two groups 

 

The following commands create the matrix sample, 

classify its rows into two groups, and plot the result. 

sample = unifrnd(-5, 5, 100, 2); 

% Classify the sample using the nearest neighbor 

classification 

c = knnclassify(sample, training, group); 

gscatter(sample(:,1),sample(:,2),c,'mc'); hold on; 

legend('Training group 1','Training group 2', ... 

       'Data in group 1','Data in group 2'); 

 

VI. PERFORMANCE ANALYSIS 

The overall results of the study are presented in Table 

1 and  clearly  suggest that MLP performance in  

classifying loan applications can be further improved by 

nearest neighbour classifier models. In  particular, 

Ensemble Averaging has been shown to be able to reduce 

the percentage error due to the bias -variance problem 

inherited by MLP model. However, on average, the 

improvement ensemble averaging brings on negative data 

classification is not great. This is ev idenced by marg inal 

0.09% improvement on negative data. The performance 

on all data was more convincing with 0.32% 

improvement. While ensemble averaging was able to 

produce lower percentage errors, it did so at the cost of 

training time, as evident in the training time for this 

model compared to other models. Furthermore, the results 

indicate that Boosting by filtering outperformed other 

models in this study. It was able to improve the 
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performance of MLP model by 0.49% on negative data 

and 0.73% on all data. The boosting by filtering 

committee machine was the best performer in this 

experiment, in that it was able to produce the least 

percentage error. This was done at a comparatively low 

training time cost. 

 
Table 1. Comparative Model Performance 

Neural Network Model Number of Epochs 
Percentage Error on 

Negative Data 
Percentage Error on 

All Data 
Average 

Training T ime 

Multi Layer Perceptron (MLP) 600 1.81 % 2.38 % 13 sec 

Ensemble Averaging (10 MLPs) 6800 1.73 % 2.06 % 245 sec 

Boosting by Filtering (3 MLPs) 1500 1.32 % 1.65 % 32 sec 

MPL with Bacpropagation 5000 0.85% 0.45% 300sec 

MLP with Nearest Neighbour Classifier 800 0.90% 0.30% 15 sec 

 

MLP with backpropagation has percentage error 

produced by neural network models in this experiment 

(0.85% average percentage error on negative data and 

0.45% average percentage error on all data but it has 

higher learning time as 300sec and too slow. 

The MLP with nearest neighbour classifier has 

percentage error produced by neural network models in  

this experiment (0.90% average percentage error on 

negative data and 0.30% average percentage error on all 

data but it has higher learning time as 15sec, shows that 

training different experts on hard to classify applicat ions 

brings a significant performance improvement. 

Nearest neighbour classifier also shows that these 

performance improvements can be achieved at a low 

costs(less training time and computational cost). 

 

VII. DISCUSSION AND LIMITATION 

This technique and implementation can dynamically  

response with the change in the characteristics and 

behavior of the customers and can provide best solution 

to the bank officers to make the best choice for granting 

loan. The major limitation of the nearest neighbor method 

is that, it suffers from curse of dimensionality [6]. It  is the 

problem where the accuracy of Nearest Neighbor method 

deteriorates due to high dimension of space. This is 

because; in high or large dimensional space all points are 

located at a great distance from each other, so the nearest 

neighbors are not exposed as similar rather dissimilar.  

Another problem is that, if the distance function is not 

chosen perfectly, the system may provide random result. 

Another disadvantage of this method is that we need 

lots of training samples to ensure lots of vectors are 

within the ‗k‘ sphere. And we need to have all train ing 

vectors in memory at all times. 

 

VIII. CONCLUSION 

This proposed system can ensure reliab ility to the 

officer of the commercial bank all over the world. Indeed 

this method of neural network works well for finding who 

are elig ible and ineligib le. As this method has some 

problems and limitations like curse of dimensionality and 

some other minor prob lems those were described, these 

problems will be solved gradually. There are hundreds of 

neural network methods. Using the brute force approach 

we can reduce the problem of nearest neighbor. Moreover 

if the data can be represented as points in a h igh 

dimensional space, then the points will be located close to 

a subspace of low dimensionality and in  this case Nearest 

Neighbor method will work well. 
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