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Abstract: The complex process by which humans use their senses to clarify and understand the world around them is 

referred to as human perception. Analyzing human perception is important for comprehension of how humans think, feel, 

and act, which is helpful in a variety of contexts and ultimately promotes improved understanding, communication, and 

engagement. This study examines the field of text mining-based human perception analysis using a precisely chosen 

dataset of Twitter customer service discussions. Decision Trees, KNN, Naive Bayes, and GLM are four different 

algorithms that are methodically examined to determine which is the most effective method for understanding and 

predicting human perception from textual data. After an exhaustive analysis, the Decision Tree algorithm is shown to be 

the best performer, closely followed by Naive Bayes. The human perception analysis of text mining, including the 

methodology, findings, and implications, is described in depth. 

 

Index Terms: Text Mining, Human Perception Analysis, Algorithmic Comparison, Customer Support, Twitter Dataset, 

Decision Trees, KNN, Naive Bayes, GLM. 

 

 

1.  Introduction 

In today's world of frequent improvement in technology, understanding and evaluating human behavior is vital for 

innovation. This establishing vulnerability concerns a variety of human activities, including mental, physical, emotional, 

and social. These activities, which are classified as "Human Perception" include a wide range of tasks performed by 

people alone or in groups, such as walking, problem-solving, expressing emotions, and opinion sharing through social 

networking. This work can be done by each person or in groups. Human perception analysis is an inquiry that incorporates 

computer science, machine learning, and behavioral sciences to research and predict human behavior based on diverse 

data sources. Human perception analysis is an exacerbated architecture that combines a deep learning forecaster and 

predictor with a Sequence-to-Sequence structure, with layers for location and attention [1]. Human perception analysis is 
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an exacerbated architecture that combines a deep learning forecaster and predictor with a Sequence-to-Sequence structure, 

with layers for location and attention [2]. The combination of cutting-edge technology emphasizes the complexity and 

range of analytical models in this domain. Human perception analysis aims to predict and understand the complex patterns 

that shape human behavior under different contexts. 

Social interaction analysis alone can achieve a prediction precision of 95% for an individual's behaviors without 

necessitating access to personal data [3]. Activity prediction models forecast and understand how opinion dynamics 

impact human experiences. Furthermore, human perception is heavily impacted by the cultural and interconnected 

environments in which individuals inhabit. Predictive modeling and sociocultural dynamics are inextricably linked, as 

indicated by characteristics such as social distance, which emerge as important indications of individual as well as social 

attitudes [4]. Human perception prediction has applications in a variety of fields, including computer vision, artificial 

intelligence, machine learning, and human-computer interaction. It is critical to develop successful prediction models 

using behavioral patterns, historical data, and contextual clues. The cross-disciplinary integration of knowledge 

encourages the establishment of sophisticated models, paving the door for new applications in security systems, intelligent 

preferences, and healthcare. This interdisciplinary study, which is based on computational approaches and psychological 

principles, gives valuable insights into future behavior and has far-reaching consequences on a range of branches, 

including technology and relationships between individuals. Because of its many traits and complexity, human perception 

analysis poses challenges in successfully planning human behavior in real time. A crowdsourcing experiment revealed 

that text mining for human perception prediction has limits, including shortcomings in recognizing user attributes such as 

age and gender [5]. Privacy and ethical concerns are significant barriers, as gathering and utilizing data must respect 

individuals' rights. 

The objective of this work is to underscore the importance of human perception analysis in understanding and 

predicting human perception outlining the primary challenges faced by the field, and highlighting the advancements 

offered by the proposed method. This multidisciplinary approach, which amalgamates deep learning with psychological 

and sociocultural insights, represents a significant advancement in the quest to accurately predict and comprehend human 

perception under various conditions and seeks to evaluate several algorithms in order to determine which is the best at 

accurately analyzing human perception. 

The paper is divided into the following sections: The ‘Introduction’ studies human perception analysis based on 

textual representation. The ‘Background’ section focuses on the history and importance of understanding and analyzing 

human behavior in today's technological world and in the ‘Method’ algorithm selection, the dataset & the flow chart of 

the data processing are introduced. Then in ‘Analysis & Discussion’ the results are explained in detail with limitations, 

the better approach, and the consequences. Finally, computational techniques and psychological principles provide 

insights into future behavior and have significant implications for various industries, influencing technology and human 

interaction are mentioned in ‘Conclusion’. 

2.  Background 

In a time of remarkable technical progress, the capacity to anticipate human behavior is at the front of game-changing 

opportunities. Artificial intelligence and machine learning are revolutionizing the prediction of human behavior, offering 

benefits such as pattern recognition, behavior analysis, and action prediction. This predictive capacity improves 

effectiveness in a variety of areas and offers crucial insights to decision-makers. 

2.1.  Human Perception Analysis 

Human perception analysis can alter problem-solving and resource allocation in an interconnected community. 

Predictive analytics research facilitates data-driven decision-making and lays the groundwork for future breakthroughs 

across a variety of industries. For instance: 

The worldwide spike in crime rates emphasizes the significance of preventative measures, such as routine analysis 

and the identification of suspicious behaviors, which are impacted by characteristics such as security, relevance, and 

volitionally [6]. Human perception prediction (HPP) integrates modern technology, such as sensors and machine learning, 

to enhance city decision-making while also improving transportation networks, public safety, and energy efficiency, 

resulting in intelligent, adaptive Smart Cities. Human Perception Prediction (HPP) uses social media product assessments 

to improve marketing, retail, and consumer analysis, revealing feedback from consumers and stock price volatility [7]. 

Human Perception Prediction (HPP) is an essential technique in disaster management, assisting with evacuation planning 

and crowd control. It helps to understand the link between disaster risk perception and the affected population, maintaining 

public safety and limiting the consequences of catastrophes [8]. 

Human Perception Prediction enhances personal and organizational lives through predictive analytics, individualized 

experiences, dedicated decision-making, and optimization, promoting innovation and simplifying operations for a more 

intelligent, effective, and peaceful future. 

2.2.  Earlier Human Perception Analysis Techniques 

Prior to the general adoption of modern technology, people used a mix of statistical and psychological prediction 

methods to predict human behavior. Understanding human behavior from a psychological perspective included decoding 
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social indications, language fineness, and symbolic gestures. Ekman and Friesen's 1969 study introduced the Facial Action 

Coding System (FACS), a systematic method for analyzing facial emotions. By recognizing and classifying certain facial 

muscle movements connected to various emotions, 

FACS recognizes and classifies facial muscle movements associated with emotions, providing a comprehensive 

framework for interpreting nonverbal cues [9]. In 1955, Bales and Slater established Interaction Process Analysis (IPA), 

a method for evaluating interpersonal interactions in decision-making groups. The framework focuses on task-oriented 

behaviors, leadership, and communication. The purpose was to figure out the dynamics of group behavior and analyze 

interactions using patterns identified in past instances [10]. 

Furthermore, there is a long history of psychological investigation into written communication, such as letters and 

reviews. Psychology has a long history of analyzing written communication, with Pennebaker and King's 1999 study 

establishing new techniques for recognizing language patterns and styles, offering a sophisticated perspective on the 

human mind's dynamics [11]. 

Pioneering human behavior prediction methods have been influenced by computer science advancements like data 

analytics and machine learning. Advanced methods for activity prediction use data from communication channels, but 

understanding the historical background of manual prediction methods is crucial for comprehensive understanding. 

2.3.  Human Perception Analysis with Technology 

Manual human perception prediction strategies have limitations like labor-intensiveness, weariness, inaccuracies, 

time-consuming, and high costs. They also weaken the result's credibility and introduce uncertainties due to inadequate 

documentation of experimental techniques [12]. Standardized experimental procedures and large-scale PR datasets are 

crucial for overcoming constraints in human perception prediction [13]. Technology-based methods, particularly deep 

learning algorithms, reduce errors and improve precision, making technology integration more efficient, dependable, and 

scalable for ongoing development [14]. 

The tech revolution has improved our understanding of human thinking through advanced technologies like text 

messages and social media. In 2014 research demonstrated a paradigm for long-duration complex thinking prediction, 

focusing on causality, context-cue, and predictability [15]. Technology-based techniques analyze complex data like 

wearable device sensor data, video feeds, and textual data, enabling real-time analysis for immediate forecasts and insights 

into human perception. These methods reduce human analysts' need for reliable forecasts, leading to industry 

breakthroughs. 

2.4.  Recent Methods of Human Perception Analysis 

Human perception detection is a key area of study in computer vision and machine learning. It involves recognizing 

simple daily activities like walking and running, while complex ones like peeing are more challenging. Human behavior 

detection techniques can be categorized into unimodal and multimodal approaches. Unimodal methods depict human 

behaviors from a single data source, while multimodal approaches use features from multiple sources. Sensor-based 

approaches integrate multiple sensors for user behavior, useful in wearable technology and IoT devices [16]. 

The integration of wearables and the Internet of Things sensor data allows for a more precise understanding of human 

actions. Machine learning components like Long Short-Term Memory (LSTM) networks and recurrent neural networks 

are crucial for processing sequence data and human perception prediction. Deep learning, which extracts abstract features, 

offers outstanding performance in sensor-based activity recognition and unsupervised learning [17,18]. 

Computer vision and human-computer interaction techniques are used to predict human perception using 

noninvasive EMG data. The Optimized Noninvasive Human-Computer Interaction model accurately identifies and 

evaluates human movements in real-time [19]. Gupta et al. highlights the growing acceptance of vision-based approaches 

in HPR research, focusing on activity identification using posture estimation, wearable technology, and smartphone 

sensors [20]. Advances in computer science have improved the precision, accuracy, and quality of human perception 

prediction. Over time, advances in computer science and related technologies have enhanced the precision, accuracy, and 

quality of human perception prediction and it keeps on in this manner. 

2.5.  Human Perception Analysis Using Text Mining 

Mining in computer science, rooted in machine learning and statistics, is a tool for extracting patterns and insights 

from large datasets. Advanced analytics, historical data, statistical modeling, and machine learning algorithms are used 

in data mining, web mining, and text mining to predict future events and drive innovation [21,22]. Data mining is the 

process of uncovering useful information buried in databases, whereas web mining is the process of locating and 

extracting significant information from online-related data [23]. Modern data mining focuses on computational and 

algorithmic challenges, focusing on scalable algorithms, pattern discovery, and text, web-based, and multimedia analysis 

for extracting valuable information from large volumes of textual data.[24]. 

Text data mining, or text analytics, utilizes advanced algorithms and linguistic analysis to analyze large amounts of 

text data, identifying patterns, and correlations, and facilitating informed decision-making. In 1999, Ah-Hwee Tan 

introduced a text-mining approach that involves refining and clarifying unstructured material to uncover patterns and 

knowledge [25]. Text mining has different phases of preprocessing: text data, Attribute selection, and mining patterns 

then comes evaluation. So, each phase is critical because correct evolution cannot occur if one stage is skipped. The 
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mining process might even be used to predict human perception. The imperceptibility of adversarial assaults on natural 

language processing models raises uncertainties concerning their relevance in real-world contexts involving individuals 

[26]. 

Text mining figures out human thought processes by analyzing unstructured data from several sources [2]. Machine-

learning algorithms are utilized to extract important information, patterns, and knowledge from personal diaries, activities, 

and social networking sites, such as recognizing actions and detecting emotions [27]. Text mining is an excellent way to 

extract insights from unstructured data, but it faces problems such as context, ambiguity, and linguistic variances. The 

large, dynamic nature of textual data presents scalability and real-time processing issues [28]. More study is needed to 

focus on ethical problems such as privacy and prejudice to improve efficacy. Unstructured data, ineffective techniques, 

and unsupervised algorithms might cause inefficiencies in accountability, validity, or dependability [29]. 

Despite this, text mining's pervasive use in predicting human thinking, recognizing patterns, and extracting 

knowledge emphasizes its significance in data-driven the world at large. The path of text mining is dynamic, requiring 

continuous attempts to enhance approaches, overcome limits, and assure responsible and ethical use. 

3.  Method 

In this study, we have followed the experimental method. Experimental text mining techniques, including sentiment 

analysis with additional features, are being developed to enhance accuracy and reduce implementation time in textual 

data [30]. Here we investigate the emerging subject of text mining-powered human perception prediction. Our study 

makes use of a carefully selected dataset that has been assembled to capture the complexity of human thought expressed 

in text. We start a thorough comparison study, using five different algorithms as our analytical instruments. With this 

method, we can extract the finer details and complex relationships that are weaved throughout our data, which leads to 

the discovery of the most effective algorithms for recognizing and forecasting human perception in the complex world of 

text. 

3.1.  Dataset 

This study examines the effectiveness of text mining algorithms for human perception prediction using the 'Customer 

Support on Twitter' dataset. The dataset was collected from the Kaggel website [31]. The reason behind selecting this 

dataset is that it is a comparative dataset. In the dataset, there is a large corpus of tweets and replies from the top twenty 

brands that provide a focus on specific problems, fewer topics, and a wider section of natural consumers. It also offers a 

low message limit size for recurrent networks. There are 7 different attributes in the dataset. Those are tweet_id, author_id, 

inbound, created_at, text, response_tweet_id, in_response_to_tweet_id. 

Table 1. The descriptions of these attributes are given below 

Attribute Name Description 

tweet_id 
The attribute has unique IDs for customer tweets. The anonymized IDs have been 

referred to as both response_tweet_id and in_response_to_tweet_id 

author_id 
This feature also has unique IDs for authors. This dataset has been updated with the 
anonymized user IDs. 

inbound This feature is important for reorganizing data for conversational model training. 

created_at This information involves the time and date the tweet was sent by the customer. 

text 
This feature is very important; customers are given their opinions by email in their 

natural language. 

response_tweet_id 
Customer IDs of tweets that are responses to this tweet and this is separated by a comma. 
This attribute has some empty values and Data is string types. 

in_response_to_tweet_id 
The attribute is other customer IDs which is the tweet's identifier. If there is one, this 

tweet is in reaction to it. 

3.2.  Algorithms Selection 

In the field of predictive analytics, a model's ability to succeed is largely dependent on the choice of suitable 

algorithms. Algorithms are essential components in many applications because they operate as the computational engine 

that draws conclusions and patterns from data. In this part, four well-known algorithms - Decision Trees, KNN (K-Nearest 

Neighbors), Naive Bayes Classifier, and GLM (Generalized Linear Models), for their unique features and abilities are 

examined and compared. This research aims to explore the efficiency of the algorithms by evaluating the performance of 

these algorithms in the context of text mining-based human perception prediction. The objective is to identify the best 

algorithm that will enhance the accuracy of human perception analysis. 
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Table 2. The reasons that played a key role in choosing these algorithms are mentioned as follows 

Name of Algorithm Reason for selection 

Decision Tree 

Decision trees are supervised learning methods such as classification and regression that classify data based on its 
characteristics. This is best for 

Efficiency: Implementing a single decision tree speeds up processing and creates prediction rules for feature-rich 

datasets [32]. 
Structure: Creates tree-like regression or classification models using leaf nodes, branches, and root nodes 

representing class labels, test results, and attributes [32]. 

Scalability: This algorithm is faster than the Random Forest algorithm and is well-suited for handling large data 
sets [33]. 

KNN 

(K-Nearest Neighbors) 

KNN is a non-parametric, instance-based learning algorithm that predicts based on the majority class of nearby 

data points. Even with huge datasets, it is computationally demanding despite being intuitive. In additionally, 

KNN provides 
Non-parametric Nature: The K-Nearest Neighbors Algorithm is a non-parametric, supervised learning classifier 

that uses proximity to make predictions about data point grouping [32]. 
Versatility and Intuitiveness: Despite its computational inefficiency and difficulty in selecting the correct K value, 

it offers versatility, and intuitiveness, and is a memory-based approach [32,34]. 

Application in Text Analytics: It is utilized in text analytics algorithms to compare K training data points and 
documents to determine the class of test archives [32]. 

Naive Bayes Classifier 

Naive Bayes classifier, based on Bayes' theorem, assumes independence among predictors and performs well in 

complex real-world situations, particularly in text classification. It is fast, requires small training data, and 

efficiently handles multi-class prediction. The reason for choosing this algorithm, 
Efficiency in Text Classification: The Naive Bayes classifier is a supervised machine learning algorithm that is 

fast and efficient in predicting classes for test datasets, especially in text classification and generative learning 

tasks [32]. 
Multi-class Prediction: It is advantageous for multi-class prediction problems and performs well with less training 

data, assuming feature independence [32]. 

Probabilistic Approach: The algorithm based on the Bayesian theorem, is a probabilistic algorithm that provides 
excellent results in classification tasks, particularly in text data analytics [32]. 

GLM 

(Generalized Linear 

Models) 

GLM is a versatile extension of standard linear regression that permits dependent variables with non-normal 

distributions. 
Statistical Robustness: In order to create a linear relationship between response and predictors, even when that 

relationship is not naturally linear, Generalized Linear Models (GLM) use a link function [32]. 

Overfitting Avoidance: GLM, unlike logistic regression, prevents overfitting by identifying linear relationships 
between input variables and supports exponential distributions and categorical predictors, making it easier for 

individuals to understand [32]. 

Model Consolidation: GLM is a statistical model that incorporates several approaches, including log-linear, 
ANOVA, Poisson regression, logistic regression, and linear regression, to increase its variety and effectiveness 

[32]. 

 

This study aims to identify the most effective method for improving predictive accuracy by analyzing these 

algorithms in the context of text mining-based human perception prediction. The integration of these algorithms provides 

a comprehensive approach to addressing the complexities in human perception analysis. 

3.3.  Data Processing  

In order to ensure the correctness, integrity, and analytical value of the dataset, this section describes the 

comprehensive data processing techniques which are used. The procedure is represented in the flow chart Fig.1. 

To maintain consistency for future studies, initially, we standardized the "created_at" variable's format to datetime 

format during the data preparation process. Then we factorized the categorical variable "inbound" into a numeric format 

so that we could include it in our models. To maintain data integrity, we decreased the number of rows in our dataset to 

one response per observation. During feature extraction, we extracted two important features: "text_length", which 

measures the length of customer tweets, and "response_time", which calculates the time interval between a tweet and a 

response to that tweet. Before model training, we split the dataset into training and testing sets using an 80/20, which 

allowed accurate model evaluation. This split ratio is commonly used in machine learning, ensuring enough data to train 

models efficiently and accurately evaluate prediction capabilities. We selected four distinct models and trained them to 

capture different data patterns: Decision Tree, Naive Bayes, Generalized Linear Model, and K-Nearest Neighbors. To 

evaluate these models, we created predictions on the test dataset and used confusion matrices to measure their accuracy 

and performance metrics, allowing for more informed decision-making. 

4.  Analysis and Discussion 

Our textual analysis provided useful insights into how people share their perceptions through text, which have been 

covered in the part below. We used diverse techniques for evaluating model performance using visual representations like 

confusion matrix plots and ROC curves in addition to measures like overall accuracy (percentage of properly specified 

instances). 

Confusion matrix plots make it possible to identify the areas where the models struggled to distinguish between 

different perceptual categories. These regions may highlight particular language fineness that needs more analysis. On 

the other hand, the model's overall discriminating capability is indicated by the ROC curves, which provide insight into 
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how well it can differentiate between different forms of perception. Additionally, evaluating the accuracy of the models 

gives a foundational comprehension of how well they extract human perception from textual input. In order to disclose 

the relevancy of the hidden patterns within the data, this section goes deeper into the findings. 

 

 

Fig.1. The data processing flow chart 

4.1.  Analysis 

The study compares four text mining algorithms for human perception prediction on data of customer support 

interactions on Twitter. Decision Tree, Naive Bayes, GLM, and KNN models were compared. Each plot shows how 

accurate the models are in predicting events. The x-axis shows "Predicted" outcomes, which are labeled as "True" or 

"False," while the y-axis shows the percentage of predictions, which ranges from 0.00 to 1.00. Additionally, the color 

scheme uses blue for "True" predictions and red for "False" predictions. 

 

 

Fig.2. The confusion matrix plots for the four models 

Regarding the models tested, the Decision Tree is the most successful, reflected by a greater percentage of true 

predictions than false ones. On the other hand, the GLM and Naive Bayes models show predictions that are equilibrium, 

with similar percentages of true and false results. Following that, the KNN model shows a mixed performance, with 

predictions that vary and show a combination of true and false classifications. 
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Fig.3. The ROC Curves for the four models 

The ROC curve illustrates how well a binary classifier can distinguish between different classes as the threshold for 

classification is adjusted. The plotting is labeled as the true positive rate (Sensitivity) against the false-positive (Specificity) 

rate at various threshold settings. Among the presented models with an AUC of 0.69 Naive Bayes is greater. Following 

up GLM stands at 0.66, Decision Tree at 0.65, and KNN at 0.6. Based on these ROC curves, one would typically prefer 

the model with the highest AUC (Area Under the Curve) value because it represents the greatest area under the curve, 

reflecting a higher probability that the model will rank a random positive instance more highly than a random negative 

instance. In other words, it quantifies the overall performance of the classifier. Typically, an AUC closer to 1 indicates 

better performance, while an AUC closer to 0.5 suggests that the classifier performs no better than random guessing. 

Among the four models that were evaluated, Naive Bayes has the greatest AUC, which indicates that it performs the best 

in differentiating between the positive and negative classifications. With an AUC of 0.69, it is superior to random guessing, 

although it can yet be improved. The decision tree model performs somewhat worse than the Naive Bayes model, as 

evidenced by its lower AUC. The decision tree model is less successful than the Naive Bayes model, but it still has a 

decent level of predictive ability with an AUC of 0.65. The performance of the KNN model is the worst in differentiating 

across classes, as seen by its lowest AUC out of all the models. The KNN model's low discriminative ability is just 

marginally better than random guessing is shown by an AUC of 0.6. The AUC of the GLM model is greater than that of 

the decision tree and KNN models, but almost lower than that of the Naive Bayes model. With an AUC of 0.66, the model 

has modest predictive power, outperforming the decision tree by a small margin but underperforming the Naive Bayes 

model. However, it's important to note that the best model should be chosen based on a combination of measurements 

and requirements particular to a domain, not just the AUC but also its preciseness. 

Table 3. The calculated accuracy for each model 

Model Accuracy (0-1) 

Decision Tree 0.7442 

Naive Bayes 0.7411 

GLM 0.7403 

KNN 0.7326 

 

We used the ‘confusionMatrix’ function, which compares predicted classifications of the model against the actual 

classifications from the test dataset, to evaluate the accuracy of our intended models. A confusion matrix that catalogs the 

quantity of true positive, true negative, false positive, and false negative predictions is produced by the function. We may 

calculate a variety of performance measures by examining these variables, one of which is accuracy, which is the 

percentage of genuine findings (true positives and true negatives) among all the instances that were examined. In order 

to be more precise, accuracy is calculated by dividing the total number of predictions by the sum of true positive and true 

negative predictions. This provides us with a precise, numerical indicator of how well our model is doing at accurately 

identifying the test data. The decision tree's performance stands out in particular since it has a strong capacity for result 

prediction. Decision Tree has the highest accuracy rate of 74.42%, indicating its ability to accurately predict human 

perception. Naive Bayes follows closely behind with an accuracy rate of 74.11%. The GLM and Naive Bayes models, on 

the other hand, have a balanced prediction ability and provide reasonably accurate classifications. The KNN model is not 

a very strong classifier for the dataset. The KNN model has no benefit over random classifiers as it makes educated 

guesses about data points' labels. Naive Bayes is a robust classifier for text mining tasks, despite its simplicity and feature 

independence predictions.
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4.2.  Discussion 

The GLM and KNN both algorithms showed comparable performance, but their suitability for human perception 

prediction may be limited. This is due to the difficulties in parameter tuning and computational efficiency. Decision Trees 

and Naive Bayes' (despite its simplicity and assumption of feature independence) high accuracy rates highlight the 

potential of text mining tools in extracting valuable insights from textual data. These findings have broader implications 

for natural language processing and predictive analytics, as text mining continues to evolve with advanced techniques 

like deep learning and sentiment analysis. Decision Trees and Naive Bayes show great promise for text mining tasks, 

offering high accuracy and strong performance in analyzing and predicting human behavior from textual data. Future 

research should aim to improve these models by integrating more detailed linguistic features and exploring ensemble 

methods to combine their strengths. This paper has certain limitations. One of the primary limitations was that only 

selective algorithms were implemented for the dataset. Due to focusing on a single dataset, the output AUC value was 

found to be low. Additionally, other limitations such as the study did not address areas with no replies or multiple 

responses. 

5.  Conclusions 

The aim of the research is to assess the efficacy of text mining-powered human perception analysis using a real-

world dataset. This study evaluates many algorithms and finds the most accurate predictor of personality characteristics 

and human perception. The study seeks to demonstrate the benefits of implementing modern technology and sophisticated 

methods in predictive modeling. 

It compares four algorithms and concludes that Decision Trees are the most successful for this study. Text mining 

technologies produce precise and thorough forecasts of individual characteristics. Integrating cutting-edge technology 

and advanced methodologies into predictive models enables novel applications in a variety of sectors, including natural 

language processing and the investigation of unique datasets. This work significantly advances the field of text mining-

based human perception prediction. It represents the potential for innovation in collecting insights and accurately 

estimating individual characteristics. This highlights the need to adopt cutting-edge technology and approaches when 

establishing models to anticipate outcomes. 

The study points out that future research should use sophisticated machine learning algorithms and deep learning 

approaches to improve prediction accuracy, enhance the dataset to include more settings, and demonstrate practical 

applications in marketing, healthcare, and social media analysis. Natural language processing technologies must be 

refined for text mining to remain relevant and precise. 
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