A Hybrid Unsupervised Density-based Approach with Mutual Information for Text Outlier Detection
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Abstract: The detection of outliers in text documents is a highly challenging task, primarily due to the unstructured nature of documents and the curse of dimensionality. Text document outliers refer to text data that deviates from the text found in other documents belonging to the same category. Mining text document outliers has wide applications in various domains, including spam email identification, digital libraries, medical archives, enhancing the performance of web search engines, and cleaning corpora used in document classification. To address the issue of dimensionality, it is crucial to employ feature selection techniques that reduce the large number of features without compromising their representativeness of the domain. In this paper, we propose a hybrid density-based approach that incorporates mutual information for text document outlier detection. The proposed approach utilizes normalized mutual information to identify the most distinct features that characterize the target domain. Subsequently, we customize the well-known density-based local outlier factor algorithm to suit text document datasets. To evaluate the effectiveness of the proposed approach, we conduct experiments on synthetic and real datasets comprising twelve high-dimensional datasets. The results demonstrate that the proposed approach consistently outperforms conventional methods, achieving an average improvement of 5.73% in terms of the AUC metric. These findings highlight the remarkable enhancements achieved by leveraging normalized mutual information in conjunction with a density-based algorithm, particularly in high-dimensional datasets.

Indexed Terms: Text Mining, Text Outliers, Density-based, Mutual Information.

1. Introduction

The outlier detection task is to find a small fraction of data that is different when compared with the rest of the data. Finding outliers from huge data repositories is like finding needles in a haystack. Most existing outlier detection algorithms were designed for mining numeric data which cannot be applied directly to mine outliers from textual documents due to the unstructured content [1]. The dynamic continuous generation of text documents through big systems and current social media applications claim for efficient automated tools to discover and analyze new trends in these data. This information and knowledge can be utilized in many decision support systems. Refining datasets from outlier objects can be very useful to machine learning techniques in increasing their capabilities to capture the emerging trends more accurately.

The vast majority of mining algorithms focus on identifying more repeated objects while discarding the less repeated ones which are candidates to be outliers. In text mining, document outliers contain text data that vary from text resident in other documents belonging to the same domain. Text document outlier detection gains attention due to the availability of a huge amount of text data where recent reports indicate that 95% of the unstructured digital data appears in text form [2]. This availability comes from the greater expansion of social media and Web applications which are rich in text data [3]. Moreover, digitization of news, automation of information centers, and contextualization of user interaction over social media produce larger text collections in their repositories with several topics. We can benefit from text outlier detection methods in these repositories to detect eccentric activities that can be malicious and informative [4]. In addition, data types
on the Web vary from unstructured data (i.e., free text), semi-structured data (e.g., HTML pages), and structured data (e.g., generated tables). But the majority of the Web content is free text making text mining techniques the widely used ones in mining Web content [5].

There are several challenges in the existing applications of detecting text outlier methods. First, the lack of classified data with appropriate labels calls for researchers to focus on developing unsupervised methods. Second, in the free text documents, there are fewer co-occurrences of features between multiple documents and the sparsity of features among documents leads to a small fraction of the features taking non-zero values which prevents traditional document dissimilarity computation from correctly identifying the outliers [3]. Third, short-length posts in social media are characterized by the small number of distinctive common features among posts and the high number of subgroups or topics. These characteristics of social media posts require special kind of methods to identify text outliers that are deviated from all other groups. Fourth, the current big data systems generate larger sizes of text collections which make it a necessity to find efficient but more accurate outlier detection methods.

In text mining, many terms may occur in the document, but they are not related to the subject of the domain. These terms may cause errors in distance computation, and they can be considered noisy data. But when the structure of the data within the context of a certain data position is considered, the importance of a term can be discovered and interpreted. Even more challenging is choosing a subset of features through the high dimensionality of features which required using effective feature selection techniques to produce a representative set of features for a given category. Consequently, text documents need special treatment before applying outlier detection algorithms such as stop word removal, feature generation (e.g., stemming or N-grams feature generation), and dimensionality reduction. The IR systems can manage the text data successfully [6]. For example, search engines, use special efficient methods in determining and retrieving relevant documents to a given query. They are designed with the capability of dealing with huge text document collections [7]. Accordingly, we adopt Vector Space Model (VSM), a well-known scheme in IR, as a representation scheme for outlier detection algorithms.

The significant problem in text document datasets is choosing the most discriminative features effectively and efficiently to define the domain under mining due to the curse of dimensionality. Therefore, it is important to resolve this challenge by addressing the way in which the relevance between extracted features and outliers is measured in an unsupervised way. Therefore, this study aims to improve the effectiveness of text document outlier detection by extracting the most discriminative features for text documents which are considered as high dimensional data. Traditional methods depend on term frequency to identify features that appear more frequently in the corpus, considering them as discriminative features. But term frequency alone does not consider the contextual information of the terms within the documents. It treats all terms equally based on their frequency, without taking into account their importance or relevance to the overall document. Our hypothesis is that features in text documents belong to the same domain are more related one another and consequently they have higher correlation. Therefore, when an appropriate feature selection method is used, we can extract more informative features and ignore the irrelevant features (i.e., noisy terms) which results in improving the effectiveness of the outlier detection algorithm. Accordingly, this work proposes the use of mutual information as a feature selector to determine the related documents and then apply a powerful density-based algorithm, LOF, for calculating the outlier factor and detecting the document outliers based on the domain under mining.

The main contributions of this paper are as follows:

- Presenting a comprehensive survey of outlier detection techniques including the advantages and disadvantages of each category.
- Introducing a theoretical background of density-based technique and customizing a local outlier factor algorithm for mining text document outliers.
- Proposing a hybrid unsupervised density-based technique with mutual information to cope with the dimensionality problem of the generated features and detect text document outliers. The detected document outliers contain text data varying from text found in other documents taken from the same domain.
- Conducting an extensive set of experiments using twelve datasets to measure the performance of the proposed system and compare the proposed technique with the traditional method. Analysis of the experimental results indicates that the proposed method outperforms the traditional method in terms of the ROC AUC metric.

The rest of the paper is organized as follows. Section 2 presents previous work on outlier detection techniques. Section 3 introduces the proposed framework and methodology used in this study. The experimental results and discussions are reported in Section 4. Finally, Section 5 concludes the paper.

2. Related Works

In recent years, most users of the Web interact with others using free text through emails, blogs, and social media like Facebook and Twitter. Thus, it is useful for tracking to find and analyze parts of the text that may be interesting or suspicious inside these collections containing different topics [4]. A sparse representation usually results due to the high dimensionality of terms contained in text collections [6]. Different text representation schemes based on the well-known method, term-frequency inverse document-frequency ($tf\_idf$), from IR have been used with the VSM [8].
Based on VSM representation, many researchers employ data mining outlier detection techniques which are supervised and unsupervised approaches. Recently supervised and semi-supervised methods are proposed. These methods use training datasets to learn a classifier directly or indirectly to predict outliers such as Neural Network (NN)-based methods that use deep feature extraction, and Generative Adversarial Network (GAN)-based active learning methods in detecting outliers [9, 10]. The performance of supervised methods depends on the training dataset quality and the capabilities of the classifier.

In the unsupervised category, there are three main types: distance-based, density-based, and cluster-based. Most of these methods utilize proximity methods in identifying outliers. The distance-based methods compute the distance between each data point and other ones and identify as outliers those data points with larger distances [11]. A well-known approach, \( k \)-nearest neighbor, calculates the distance of each object’s nearest neighbors and marks objects with the highest distances as outliers [12]. The main advantage of the distance-based techniques are that: firstly, they do not require a priori knowledge of the data distribution to determine outliers. Secondly, the parameters of the algorithms have clear meaning and are easy to choose [13]. Moreover, the results of the detected outliers are easy to interpret. In addition, they are applicable for multidimensional datasets [1]. Finally, the distance-based techniques can be applied to any feature space for which a distance metric can be defined [13]. On the other hand, they suffer from some difficulties: firstly, the majority of distance-based algorithms have quadratic complexity, so they are time-consuming. The performance can be improved by using assistant techniques such as the pruning rule to eliminate the non-outlier data objects [12]. The second difficulty is associated with the fact that the majority of modern systems contain heterogeneous data of complex structures where the definition of distance on sets of such data is a nontrivial problem [13]. Finally, they depend on a priori given parameters such as the distance, \( D \), or the number of neighbors, \( k \). If these parameters changed, the model is needed to be reconstructed.

The authors in [14] introduce a new proximity-based technique, \( kj \)-Nearest Neighbors (\( kj \)-NN). The proposed technique estimates the original labels of the text data objects by adopting semantic similarities and a self-supervision method in detecting text outliers. The researchers in [15] offer an algorithm for outlier detection in categorical data and define each object by a set of feature vectors namely a matrix-object. They propose their idea by using the well-known notions in software engineering; cohesion and coupling. The coupling of a matrix-object is the computed average distance with other matrix-objects, and the cohesion of a matrix-object is defined based on information entropy. The method in [16] computes the similarity of every text document to the remaining documents in the collection and identifies insufficiently similar documents as outliers. The authors recommend that for multiple similarity measures and based on authorship verification techniques, it is more efficient to use two second-order measure than to use the corresponding original first-order measure.

Density-based techniques take into account the density of the neighbors surrounding each data object. These methods compute a local outlier factor (LOF) for each object which describes the degree of the anomaly with respect to the neighbors. The main advantage of density-based techniques is that they take into account the density of an object with respect to local neighborhoods. Most of these techniques rely on a distance metric to compute the distance between each object and its surrounding neighbors. Thus, they are applicable to any feature space for which a distance metric can be defined. Finally, the density-based techniques can identify meaningful local outliers that other approaches cannot find [17]. The main disadvantage of density-based techniques is that they are considered time-consuming where most of these techniques compute outlying factor for each object based on previously computed equations. Another problem regards parameter settings such as the number of neighbors, \( k \), which tend to affect their performance if chosen wrongly. Finally, we need a meaningful concept of distance for sparse high-dimensional data. If this does not exist, then the detected outliers are unlikely to be very useful. Although, LOF algorithm has some limitations, it is considered a powerful outlier detection algorithm in terms of accuracy. Therefore, this work adopts LOF algorithm to compute the outlier factor for each document.

The authors in [18] propose a density-based technique for detecting text data outliers from the text corpus. They use the \( n \)-grams technique to generate the representative features, calculate the similarity between all pairs of documents and use the LOF algorithm to detect the top outlier documents. The proposed method suffers from the high dimensionality of the generated features due to the use of \( n \)-grams. The researchers in [19] present a new technique that estimates a local kernel density for each object. They identify the degree of the anomaly by considering three types of neighbors: \( k \)-nearest, reverse nearest, and shared nearest, for the purpose of estimating local kernel density. They introduce an effective density-based method named Relative Density-based Outlier Score (RDOS) which calculates the score of anomaly of each object. The authors in [20] concentrate on the concept of relative neighborhood space which considers the structure of the local neighborhood of an object. Accordingly, they propose a novel algorithm that is capable of detecting local and global outlier objects at the same time. It can identify objects with low-density as outliers where most other algorithms cannot. The researchers in [4] investigate text outliers based on ranking concepts in IR. They utilize the idea of ensemble algorithms to introduce a novel ensemble algorithm. The proposed algorithm computes the frequency and then ranks the text objects concerning NNS and the local sub-density of the neighbors to identify the text outliers.

Some researchers tend to use cluster-based methods in outlier detection. These methods are particularly designed to group objects with shared characteristics into clusters however, they can detect outlier clusters. In addition, most of these methods depend on distance threshold parameters [21]. A key advantage of the clustering-based techniques is that they generate clusters addition to the outliers they produce as a by-product, so the miner can benefit from the produced clusters. Another important advantage is that some clustering algorithms scale to large real datasets. On the other hand, the notions of outliers in the clustering-based techniques are essentially binary, and there is no qualification as to how outlying an object is [17]. They do not provide any means of ranking the detected outliers. Also, the clustering algorithms do not
distinguish between noise and outliers. Finally, the clustering algorithms identify any data objects falling outside the produced clusters as outliers, which may not necessarily be true in a data mining context. In the case of text outliers, more preprocessing operations are needed before applying cluster-based methods.

The authors in [22] propose a novel cluster-based algorithm for detecting outliers. The proposed algorithm utilizes the k-means clustering method. Firstly, it computes the data center of each cluster. Secondly, it builds a dataset model by identifying the distance threshold to the center of each cluster. Thirdly, it optimizes the neighbor distribution of objects. The researcher in [23] introduces a fuzzy clustering approach to detect outlier documents. The main idea is that each document has a degree to be a candidate outlier. This assumption is considered for each document in the input collection. During the fuzzy clustering process, each document is assigned to each cluster with some degree of membership. Documents with very close degrees of membership to different clusters are candidates to be outliers. The proposed algorithm recomputes the objective function of each candidate document and the algorithm marks outliers those documents that increase the score of the objective function.

Other researchers employ other methods for text outlier detection. The authors in [3] utilize a low-rank approximation method to mark the outliers of the given text dataset. The researchers propose a matrix factorization algorithm that is based on Block Coordinate Descent (BCD) framework. The proposed technique processes iteratively the matrix representing the dataset to detect text outliers. The experimental results show important advantages of their algorithm over other algorithms in detecting text outliers. The researchers in [24] develop a character-level representation of text as numerical features for the outlier detection model. The proposed approach appears to be flexible enough for business purposes and allowable to use on a wide variety of unlabeled textual data sets without prior model training and tuning.

Some techniques have been proposed to cope with the curse of dimensionality. The goal is to choose a set of features that are more representative of the domain under mining and eliminate all other features. Mutual Information (MI) is one of the attractive methods that is used to solve this problem [25, 26]. But MI is a computationally expensive method, so some researchers estimate MI by using approximation methods. MI. The authors in [26] introduce a novel method, minimal Redundancy Maximal Relevance (mRMR) and they prove that mRMR is equivalent to Max-Dependency while other researchers propose a Normalized Mutual Information Feature Selection (NMIFS) method to improve the results [27].

Recently, several researchers utilized Deep Reinforcement Learning (DRL) algorithms for the task of outlier detection. Most of the recent DRL-based methods are supervised and partially supervised. Researchers in [28] propose an approach based on A3C RL with an adaptable deep neural network. For example, CNNs are fit for image tasks and RNNs are for sequential tasks traditionally, so the attention mechanism is considered as the actor. PPO-based anomaly detector is proposed in [29] named Meta Active Anomaly Detection (Meta-AAD) to balance short-term and long-term performance, which benefits the anomaly detector in the long term. The proposed method extracts transferable meta-features to make the extracted policy transferable between different datasets. Researchers in [30] introduce a DQN-based anomaly detector, Deep Q-learning with Partially Labeled Anomalies (DPLAN). They consider the problem of anomaly detection with a small set of partially labeled anomaly examples and a large-scale unlabeled dataset. Thus, the proposed method aims to introduce a model resulting in joint optimization of the detection of known and unknown anomalies. A generic policy-based RL framework is proposed in [31] to address the time series anomaly detection problem. The policy-based time series anomaly detector (PTAD) is progressively learned from the interactions with time-series data in the absence of constraints. The study adopts A3C to benefit from multi-workers and achieve the best performance. Experimental results show that it outperforms the value-based (DQN) temporal anomaly detector.

3. The Proposed Method

In this section, we present the proposed approach for detecting outliers in text documents, aiming to identify the most outlying document within the given corpus. Firstly, we define the problem of detecting outliers in text documents in a formal manner. Subsequently, we describe the key elements of the proposed system, which encompasses the underlying mathematical model.

3.1. Formalization

The input corpus consists of interrelated text documents grouped into different categories depending on their contents. Some text documents are found in a certain category, but their contents are irrelevant to the parent category. These text documents are called text document outliers. It is useful to have effective ways of detecting outlying text documents contained in some given category of interest to a user. Therefore, given a collection of text documents \( D = \{D_1, D_2, ..., D_{|D|}\} \) belonging to a particular category where each document consists of a set of terms \( D_i = \{T_1, T_2, ..., T_{|D_i|}\} \), we need to detect the text document outliers \( O = \{O_1, O_2, ..., O_{|O|}\} \) in the given category, where \( O \subset D \) and \( |O| << |D| \).

The detected text documents as outliers will be the most outlying documents in the input collection.

The proposed method is divided into five main phases: Document Extraction, Features Extraction, Features Selection, Term-Weighting and Proximity Matrix Computation, and Outlier Detection as in Fig. 1. We summarize all notations used in this research in Table 1 for the readers’ convenience.
3.2. Document Extraction

The goal is to provide a collection of text documents sharing the same topic (e.g., health, computer, sport). We can use repositories of organizations such as universities or corporations which contain a large documents collection. One can use any of the existing tools (e.g., search engines or Web agents) to retrieve the required corpus. The extracted documents are refined by selecting textual sections (i.e., ignore any other data types such as images or audio), eliminating stop words, tokenizing each document into a set of tokens, converting tokens to the same case, stemming each token, and finally removing stop words because they don’t have any useful information in text mining [32].

Table 1. Notations used in the paper

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>Frequency weight</td>
<td>$I$</td>
<td>Mutual information</td>
</tr>
<tr>
<td>$S$</td>
<td>Section</td>
<td>$P(x, y)$</td>
<td>Joint probability function of $X$ and $Y$</td>
</tr>
<tr>
<td>$T$</td>
<td>Feature</td>
<td>$P_S(X)$</td>
<td>Marginal probability of $X$</td>
</tr>
<tr>
<td>$w$</td>
<td>Weight of a feature in a section</td>
<td>$\vec{D}$</td>
<td>Document vector</td>
</tr>
<tr>
<td>$C$</td>
<td>Count of a feature</td>
<td>$Dis$</td>
<td>Dissimilarity</td>
</tr>
<tr>
<td>$D$</td>
<td>Document</td>
<td>$O$</td>
<td>Document outlier</td>
</tr>
<tr>
<td>$tf$</td>
<td>Term frequency</td>
<td>$k$</td>
<td>Number of nearest neighbors</td>
</tr>
<tr>
<td>$N$</td>
<td>Number of documents in corpus</td>
<td>$k\text{-dis}$</td>
<td>k-dissimilarity</td>
</tr>
<tr>
<td>$n$</td>
<td>Number of documents contain $T$</td>
<td>$ldd$</td>
<td>Local document dissimilarity</td>
</tr>
<tr>
<td>$W$</td>
<td>Overall weight of a feature</td>
<td>$DLOF$</td>
<td>Document local outlier factor</td>
</tr>
</tbody>
</table>

3.3. Feature Extraction

Each document is conducted and all features in the document are extracted. The system counts the frequency of each feature and weights the frequency according to the section it belongs to as follows:

$$w(T_{kit}) = \begin{cases} \alpha & \text{if } S_t \in \text{imporatant sections}, \alpha > 1 \\ 1 & \text{otherwise} \end{cases}$$

where, $w(T_{kit})$ is the weight of feature $T_k$ in document $D_i$ in section $S_t$. If the feature $T_k$ recurs in different sections, then the frequency is given as:

$$tf_{ik} = \sum_{part} C_{ik} \times w(T_{kit})$$

where, $tf_{ik}$ is the frequency of $T_k$ which has a count $C_{ik}$ in each section $S_t$ within document $D_i$. This can be effective when some sections have importance more than other sections of the document (e.g. subject tag in HTML pages). 

Fig. 1. The proposed method
3.4. Feature Selection

In this phase, we aim to select the more representative subset of features, so the extracted features are refined according to some criteria for eliminating unrepresentative features [25]. The proposed method utilizes a Vector Space Model (VSM) as a representation scheme for the outlier detection algorithm. VSM contains all extracted features from all documents. The generated vector suffers from high dimensionality so we need to cope with this problem. The proposed system adopts mutual information as a filter method to selectively choose the most representative features of the given category. Let \( X \) and \( Y \) be two random variables with discrete values, the mutual information \( I(X; Y) \) between \( X \) and \( Y \) is defined as:

\[
I(X, Y) = \sum_{x \in X} \sum_{y \in Y} P_{XY}(x, y) \log \frac{P_{XY}(x, y)}{P_X(x)P_Y(y)}
\]  

(3)

\[
P_X(x) = \sum_{y \in Y} P_{XY}(x, y)
\]  

(4)

\[
P_Y(y) = \sum_{x \in X} P_{XY}(x, y)
\]  

(5)

where \( P_{XY}(x, y) \) is the joint probability function of \( X \) and \( Y \), \( P_X(x) \) and \( P_Y(y) \) are the marginal probability functions of \( X \) and \( Y \) respectively.

It is clear that this measure is non-negative \( I(X; Y) \geq 0 \) and symmetric \( I(X; Y) = I(Y; X) \). In this research, we use a Normalized Mutual Information Feature Selection (NMIFS) method which was introduced in [27]. So, the selection criterion utilizes the average normalized MI between each feature in the vector and all other given features. Finally, the general vector is generated which represents the domain under the mining process and each document is represented as a vector with the same length of the general vector containing the frequency (\( F_i \)) of each feature (\( T_i \)) in that document (\( D_i \)) with respect to the general vector of VSM.

3.5. Term-weighting and Proximity Matrix Computation

The general vector of VSM consists of \( n \) features, \( \{T_1, T_2, T_3, ..., T_n\} \). Each feature \( T_k \) in each document \( D_i \) is weighted by \( tf\_idf \) formula obtaining \( W_{ik} \), hence, each document \( D_i \) becomes a vector of weighted features:

\[
D_i = (W_{i1}, W_{i2}, W_{i3}, ..., W_{in})
\]

(6)

where \( W_{ik} > 0 \) if \( T_k \) occurs in \( D_i \), and \( W_{ik} = 0 \) otherwise.

We use \( tf\_idf \) formula in obtaining \( W_{ik} \) as follows:

\[
W_{ik} = \frac{tf_{ik} \times \log(N/n_k)}{\sqrt{\sum_i (tf_{ik})^2 \times (\log(N/n_k))^2}}
\]

(7)

where \( tf_{ik} \) represents the frequency of \( T_k \) in \( D_i \), \( N \) is the number of documents in the input collection, and \( n_k \) is the number of documents where \( T_k \) occurs. The formula is normalized to the interval \([0, 1]\) by division on the denominator in (7).

The proximity matrix (PM) computation module is the last step before the outlier detection process. It aims to measure the dissimilarity (distance) between documents by using certain dissimilarity metrics. There are several metrics in the literature of information retrieval that can be used to compute distances between document vectors such as the Cosine metric, Euclidean metric, Manhattan metric, or Canberra metric. We use the Cosine formula to compute the dissimilarity between every pair of documents in the input collection. Cosine formula measures the angle between two document vectors \( D_i \) and \( D_j \) as follows:

\[
Dist(D_i, D_j) = 1 - \frac{\sum_k W_{ik}W_{jk}}{\sqrt{\sum_k W_{ik}^2} \sqrt{\sum_k W_{jk}^2}}
\]

(8)

where \( W_{ik} \) represents the weight of \( T_k \) in \( D_i \) and \( W_{ik} \) represents the weight of \( T_k \) in \( D_j \). The formula expresses that the closer to one the higher dissimilar and the farther to one the lower dissimilar. The result of these computations is the proximity matrix.
Algorithm **nniDLOF**

Input: Document Collection \( D_n \)  No. of Outliers \( K \)  
Output: \( K \) outlier documents

1. for each document \( D_i \in D_n \)
   extract each feature \( T_k \)
   count \( T_k \) w.r.t. eq.1 and eq. 2
2. generate the general feature vector \( F = \{ T_{ik} : \forall T_i \in D_k \} \)
3. for each feature \( T_k \in F \)
   compute NMI \( \forall T_k \in F \) using Eq. 3
4. generate \( F' \) with \( m \) features with high NMI
5. for each document \( D_i \in D_n \)
   compute \( W_{ik} \forall T_i \in d_k \) w.r.t. \( F' \) using eq. 7
6. compute PM of \( D_n \)
7. for each document \( D_i \in D_n \)
   compute DLOF using eq. 9 and eq. 10
8. output \( K \) documents with the highest DLOF

3.6. **Text Outlier Detection**

It is the process of applying the outlier detection technique on PM for identifying text outlier documents. LOF algorithm is introduced by Breunig et al. [17] where the density of a certain object (document) has an important role and there is no explicit classification of whether each object is an outlier or not. The algorithm computes a Local Outlier Factor (LOF) for each object which indicates how strongly it can be considered an outlier. The LOF is a density-based algorithm in the literature of structured data mining. It computes the local density of each object concerning \( k \)-nearest neighbors through multiple steps. In the case of free-text documents, more preprocessing operations are needed to prepare the input into an applicable form that is appropriate for using data mining approaches. Here the proximity matrix is the input to the density algorithm. In our case, we use the LOF algorithm on the computed proximity matrix for text document outlier detection. For the sake of formalization LOF algorithm, we introduce the following definitions where the target dataset is a collection of documents:

**Definition 1: Outlier Documents**

Given a collection of documents \( D = (D_1, D_2, D_3, ..., D_n) \) belonging to a particular category, we need to detect the document outliers \( O = (O_1, O_2, ..., O_p) \) in the given category, where \( O \subset D \) and \( k \ll n \). The detected Web documents as outliers will be the most outlying documents in the input collection concerning the textual data found in documents.

**Definition 2: k-disimilarity of a document \( D_i \)**

The \( k \)-disimilarity of a document \( D_i \), designated by \( k\text{-dis}(D_i) \), is defined as the dissimilarity \( \text{dis}(D_i, D_j) \) between \( D_i \) and a document \( D_j \) such that:

- for at least \( k \) documents \( D_j' \in D - \{ D_i \} \) it holds that \( \text{dis}(D_i, D_j') \leq \text{dis}(D_i, D_j) \), and
- for at most \( k-1 \) documents \( D_j' \in D - \{ D_i \} \) it holds that \( \text{dis}(D_i, D_j') < \text{dis}(D_i, D_j) \).

**Definition 3: Local document density**

The local document density of a document \( D_i \), designated by \( ldd_k(D_i) \), is defined as the inversion of the average reachability dissimilarity of the \( k \)-NNs of \( D_i \) and given by:

\[
\text{ldd}_k(D_i) = \frac{1}{|N_k(x)|} \max \{ k \times \text{dis}(D_i, D_j) \} \]  \tag*{(9)}

where \( N_k(D_i) \) is the \( k \)-NNs of a document \( D_i \).

**Definition 4: Document Local Outlier Factor**

The document local outlier factor of \( D_i \), designated by \( DLOF_k(D_i) \), is defined as:

\[
DLOF_k(D_i) = \frac{\sum_{y \in N_k(D_i) \cap \text{ldd}_k(D)_i}}{|N_k(D_i)|} \]  \tag*{(10)}
The computed \( DLOF(D_i) \) determines the amount of anomaly of a document \( D_i \). It is the average ratio of the local document density with respect to \( k\)-NN documents. Equation (10) expresses that the lower local document density of \( D_i \)'s is, and the higher the local document densities of \( d_i \)'s \( k\)-NN are, the higher is the \( DLOF \) value of \( D_i \). When DLOF is close to 1 means that the document locates inside a cluster deeply and it is not an outlier document.

We summarize all the aforementioned steps in the above algorithm which is named \( nmidiLOF; \) normalized mutual information Document Local Outlier Factor.

4. Experimental Results and Discussions

This section illustrates our experiments on text document outlier analysis using the proposed method; \( nmidiLOF \). We compare the proposed method with a conventional method of density-based LOF algorithm which relies on term-frequency inverse document-frequency (\( tf\_idf \)) in a feature selection process which is denoted with \( tflOOF \) in the evaluation process. Firstly, the description of the datasets is introduced. Secondly, we define the metrics that are used in the evaluation process. Thirdly, we present and discuss the results of the experiments. The proposed algorithm was implemented in Python 10 on a system with an Intel CORE i7, 8GB RAM, and Windows 10 operating system.

4.1. Datasets

We use two high-dimensional collections of datasets to measure the performance of the proposed method, \( nmidiLOF \), and compare with conventional method, \( tflOOF \). The first collection is considered synthetic and small collection while the second one is considered real collection and contains larger number of documents. It should be pointed out that these collections are not originally designed for outlier analysis, consequently, we prepare them as in [3].

- **Newsgroup collection**: this collection contains ten newsgroup datasets and they have been prepared for research in text mining. They are appropriate for several ML algorithms such as classification and clustering of text documents. These datasets are available on [33]. We prepared six different datasets to be used in our experiments including Food, Sports, Business, Graphics, Space and Historical which are described in Table 2. In every experiment of Newsgroup collection, we remove features with a frequency less than 2 and set the number of neighbors \( (k) \) equal to the best result achieved by trying values from 20 to 50. We set the weight of section in (1) equal to 1 because the documents do not contain distinguishable sections (i.e., \( \alpha = 1 \)).

- **Reuters-21578 collection**: this collection contains a huge number of text documents that are indexed and classified into a set of categories and uploaded on UCI machine learning repository [34]. Several researches utilized this collection in classification and clustering techniques of text documents [3, 35]. We use six datasets of Reuters-21578 collection including Atheism, Christian, Electronics, Hockey, Graphics and Politics which are illustrated in Table 2. In every experiment of Reuters-21578 collection, we remove features with a frequency less than 5 and set the number of neighbors \( (k) \) equal to the best result achieved by trying values from 200 to 500 and we set \( \alpha = 1 \).

<table>
<thead>
<tr>
<th>Collection</th>
<th>Dataset</th>
<th>Number of Documents</th>
<th>Number of Outliers</th>
<th>No. of features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Newsgroup</td>
<td>Food</td>
<td>111</td>
<td>11</td>
<td>664</td>
</tr>
<tr>
<td></td>
<td>Sports</td>
<td>118</td>
<td>18</td>
<td>804</td>
</tr>
<tr>
<td></td>
<td>Business</td>
<td>118</td>
<td>18</td>
<td>918</td>
</tr>
<tr>
<td></td>
<td>Graphics</td>
<td>119</td>
<td>19</td>
<td>931</td>
</tr>
<tr>
<td></td>
<td>Space</td>
<td>110</td>
<td>10</td>
<td>1416</td>
</tr>
<tr>
<td></td>
<td>Historical</td>
<td>114</td>
<td>14</td>
<td>1965</td>
</tr>
<tr>
<td>Reuters-21578</td>
<td>Atheism</td>
<td>1000</td>
<td>135</td>
<td>4361</td>
</tr>
<tr>
<td></td>
<td>Christian</td>
<td>996</td>
<td>128</td>
<td>4532</td>
</tr>
<tr>
<td></td>
<td>Electronics</td>
<td>1000</td>
<td>130</td>
<td>4808</td>
</tr>
<tr>
<td></td>
<td>Hockey</td>
<td>998</td>
<td>114</td>
<td>5438</td>
</tr>
<tr>
<td></td>
<td>Graphics</td>
<td>1003</td>
<td>168</td>
<td>5836</td>
</tr>
<tr>
<td></td>
<td>Politics</td>
<td>1006</td>
<td>182</td>
<td>6914</td>
</tr>
</tbody>
</table>

The proposed system prepares each document involving lower case conversion, stemming, and stop-words removal. Once the preprocessing phase is completed the general feature vector is generated. The last column in the above tables explains the number of features extracted from each dataset. The system uses these features to generate the representative feature vector by the Normalized Mutual Information technique (NMI).
4.2. Evaluation Metrics

The effectiveness of text document outlier detection techniques is evaluated in terms of the ROC (Receiver Operating Characteristics) curve. We use the AUC (Area Under the Curve) metric to evaluate the proposed method, \textit{nmIDLOF} against the conventional method, \textit{tfLOF}, and to analyze the results. AUC-ROC is one of the most important metrics in evaluating the performance of the classification models. It measures the capability of the model in distinguishing between classes (in our case two classes; outlier and normal). The higher the AUC, the better technique is at classifying the outlier document and the normal text documents. It plots the true positive rate (TPR) against the false positive rate (FPR). The TPR is computed as the recall in IR while the FPR is the fraction of the falsely detected positive text documents. Based on the confusion matrix in machine learning the definitions of TPR and FPR are as follows:

\[
TPR = \frac{TP}{TP+FN} \tag{11}
\]

\[
FPR = 1 - \frac{TP}{TP+FP} \tag{12}
\]

where \(TP\) is True Positive, \(FP\) is False Positive, \(TN\) is True Negative and \(FN\) is False Negative.

We also use the running time to evaluate the performance of text outlier detection techniques and measure the effects of mutual information method on the detection process.

4.3. Results and Discussions

Table 3 explains the results achieved over the twelve datasets with respect to the evaluation metrics: the AUC and the execution time. The ROC curves and the AUC results on Newsgroup dataset are depicted in Figures 2 to 7 while the ROC curves and the AUC results on Reuters-21578 datasets are depicted in Figures 8 to 13. The \textit{nmIDLOF} method scores the best AUC values over all datasets used. Firstly, let’s consider the AUC values on the Newsgroup datasets: Food, Sports, Business, Graphics, Space, and Historical. The proposed method, \textit{nmIDLOF}, achieved the values of 0.9430, 0.9972, 0.9817, 0.8684, 0.8040, and 0.9946 respectively while the conventional method, \textit{tfLOF}, achieved the values of 0.7603, 0.9966, 0.8301, 0.8610, 0.8637, and 0.9089 respectively. Secondly, on the Reuters-21578 datasets: Atheism, Christian, Electronics, Hockey, Graphics, and Politics, the same scenario is repeated where \textit{nmIDLOF} produced the best values of 0.7603, 0.9966, 0.8301, 0.8610, 0.8637, and 0.9089 respectively, while \textit{tfLOF} produced the values of 0.6558, 0.9476, 0.7832, 0.8246, 0.7866 and 0.8327 respectively. Finally, as a result of these values, the proposed method, \textit{nmIDLOF}, outperforms the conventional method, \textit{tfLOF}, on average of 5.73% of AUC scores which is considered a remarkable improvement and asserts that superiority of \textit{nmIDLOF} over \textit{tfLOF}.

Table 3. Results of \textit{tfLOF} and \textit{nmIDLOF} on all datasets

<table>
<thead>
<tr>
<th>Collection</th>
<th>Dataset</th>
<th>Running Time (ms)</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>\textit{tfLOF}</td>
<td>\textit{nmIDLOF}</td>
</tr>
<tr>
<td>Newsgroup</td>
<td>Food</td>
<td>458</td>
<td>792</td>
</tr>
<tr>
<td></td>
<td>Sports</td>
<td>474</td>
<td>833</td>
</tr>
<tr>
<td></td>
<td>Business</td>
<td>570</td>
<td>984</td>
</tr>
<tr>
<td></td>
<td>Graphics</td>
<td>563</td>
<td>1106</td>
</tr>
<tr>
<td></td>
<td>Space</td>
<td>904</td>
<td>1631</td>
</tr>
<tr>
<td></td>
<td>Historical</td>
<td>1575</td>
<td>2304</td>
</tr>
<tr>
<td>Reuters-21578</td>
<td>Atheism</td>
<td>16684</td>
<td>33509</td>
</tr>
<tr>
<td></td>
<td>Christian</td>
<td>16766</td>
<td>35899</td>
</tr>
<tr>
<td></td>
<td>Electronics</td>
<td>17884</td>
<td>37043</td>
</tr>
<tr>
<td></td>
<td>Hockey</td>
<td>19087</td>
<td>38634</td>
</tr>
<tr>
<td></td>
<td>Graphics</td>
<td>21016</td>
<td>44893</td>
</tr>
<tr>
<td></td>
<td>Politics</td>
<td>25390</td>
<td>49789</td>
</tr>
</tbody>
</table>

The obtained results consistently demonstrate the superior performance of the proposed method, \textit{nmIDLOF}, compared to the conventional method, \textit{tfLOF}. This superiority arises from the implementation of Normalized Mutual Information (NMI) in the selection of features, which facilitates the generation of a more representative general feature vector that effectively characterizes the mining process within the domain. Additionally, the proposed method leverages the LOF algorithm and mutual information to its advantage. By considering the frequency of occurrences for each pair of extracted features, the method is able to identify meaningful outliers within text documents. This validation of the proposed technique's superiority can be attributed to the distinctive qualities of the mutual information measure. Unlike other dependency metrics, mutual information offers the ability to quantify the relationship between any two features. Furthermore, the mutual information measure remains invariant when the general feature vector undergoes transformations.
A Hybrid Unsupervised Density-based Approach with Mutual Information for Text Outlier Detection

Fig. 2. Newsgroup, food
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Fig. 10. Reuters-21578, electronics

Fig. 11. Reuters-21578, hockey

Fig. 12. Reuters-21578, graphics

Fig. 13. Reuters-21578, politics
Consequently, the use of mutual information allows for the calculation of shared information between pairs of features within the feature space. When two features exhibit a high degree of correlation and share information, it becomes possible to substitute the two features with a single representative feature. Conversely, if two features are entirely independent, the computed mutual information will be zero, indicating the absence of shared information. This characteristic of mutual information extraction implicitly incorporates contextual information, leading to the creation of a more representative general feature vector that accurately characterizes the mining process within the domain. By employing mutual information as a feature selection method, the proposed technique enables the LOF algorithm to effectively differentiate between normal and outlier text documents. Consequently, the utilization of mutual information enhances the accuracy of the computed outlier factors for input text documents, resulting in the superior performance of the proposed technique compared to the conventional method.

The evaluation process incorporates the consideration of running time as a second criterion. To analyze this aspect, Table 3, Fig. 14 and Fig.15 present the running time comparison between the two methods across all datasets. The utilized datasets are characterized by their high dimensionality, containing a substantial number of generated features (hundreds for the Newsgroup corpus and thousands for the Reuters-21578 corpus). The results clearly demonstrate that the proposed method, \( nmiDLOF \), requires a longer execution time compared to the \( tfLOF \) method. This discrepancy arises from the computational requirements associated with calculating mutual information across the generated features. During the general vector phase, the proposed method computes the occurrences of each feature pair across all documents within the given corpus, which leads to increased execution time. It is worth noting that the running time is further influenced by the number of features generated. As the quantity of features increases, the execution time of the method proportionally rises. However, it is important to emphasize that in the mining process, effectiveness holds greater significance than running time. Thus, the increased execution time of the proposed method can be justified by its superior performance in terms of accuracy and representation.

In future research, efforts will be directed towards minimizing the running time of \( nmiDLOF \). This could involve exploring alternative approaches such as the utilization of estimation methods for mutual information. By employing these estimation techniques, it may be possible to reduce the computational burden and alleviate the running time constraints associated with \( nmiDLOF \), without compromising its effectiveness in outlier detection within text mining processes.

5. Conclusions

In this paper, we introduce a hybrid unsupervised method for detecting text document outliers which addresses the main challenge in domains with sparse high-dimensional nature such as text mining. The proposed framework consists of several phases: document extraction, feature extraction, feature selection, term-weighting and proximity matrix representation, and finally text outlier detection. The distinguishing characteristic of the proposed method is that it merges two robust techniques. First, it utilizes a normalized unsupervised mutual information method to select subset features that are more representative of the domain under the mining process and mitigate the impact of high dimensionality and sparsity. The selected subset of features is used to represent document collection for the outlier detection algorithm. Secondly, the proposed method adopts a famous density-based technique, LOF, for detecting outlier documents according to the computed document local outlier factor which computes the amount of anomaly of each document with respect to \( k \)-NN documents. Moreover, the proposed method has the capability to be used in other fields such as Web content outliers where most data contained is text. The experimental results on twelve synthetic and real datasets with respect to the ROC AUC metric showed that the proposed technique, \( nmiDLOF \), overcomes the \( tfLOF \) technique with a remarkable improvement in terms of accuracy. The reason is that the proposed technique can construct a vector of features that characterizes the domain under mining more accurately due to the use of Normalized Mutual Information in selecting features and generating a more representative general feature vector that represents the domain under mining. Moreover, The proposed method takes advantage of the LOF algorithm and mutual information. The \( nmiDLOF \) technique considers the number of occurrences of each pair of the extracted features which produces meaningful text document outliers. On the other hand, the \( tfLOF \) method takes into account the whole dimensional space in searching for outliers which causes some document outliers may be detected as normal documents. Although the proposed technique outperformed the conventional method in terms of effectiveness, the comparative analysis showed that \( nmiDLOF \) technique consumes more execution time than \( tfLOF \) technique due to the computation of mutual information across the generated features from all documents in the input corpus. Thus, in the future we will consider how to eliminate the running time of \( nmiDLOF \) such as using one of the estimation methods of MI.
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