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Abstract: Addressing scheduling problems with the best graph coloring algorithm has always been very challenging. 
However, the university timetable scheduling problem can be formulated as a graph coloring problem where courses are 
represented as vertices and the presence of common students or teachers of the corresponding courses can be represented 
as edges. After that, the problem stands to color the vertices with lowest possible colors. In order to accomplish this 
task, the paper presents a comparative study of the use of graph coloring in university timetable scheduling, where five 
graph coloring algorithms were used: First Fit, Welsh Powell, Largest Degree Ordering, Incidence Degree Ordering, 
and DSATUR. We have taken the Military Institute of Science and Technology, Bangladesh as a test case. The results 
show that the Welsh-Powell algorithm and the DSATUR algorithm are the most effective in generating optimal schedules. 
The study also provides insights into the limitations and advantages of using graph coloring in timetable scheduling and 
suggests directions for future research with the use of these algorithms. 
 
Index Terms: Graph Coloring, Scheduling. 
 
 

1.  Introduction 

University course scheduling refers to the process of assigning a number of time slots to the offered courses of a 
university for a particular semester [1]. The time slots need to be assigned in such a manner so no two courses sharing 
the common students and teachers are assigned with the same time slot. A manual implementation process by teaching 
staff or other responsible person is followed by most of the universities to schedule their courses [2]. The human driven 
manual process might be effective for a system consisting of a smaller number of courses, students and teachers however 
with the increasing number of courses, students and teachers this process can prompt a genuine misuse of human effort 
and time as well as it can lead to solution with conflicts. In order to address this problem, automation of course 
scheduling has been a popular research topic since 1970[3]. 
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There are many existing algorithms for solving the problem of university timetable scheduling, such as: 
 
• Constraint-based algorithms: These algorithms use constraint satisfaction techniques to generate schedules 

that satisfy a set of predefined constraints. These algorithms are highly customizable and can handle complex 
con- straints, but they can be computationally expensive and may not perform well to large-scale problems. 

• Genetic Algorithms: These algorithms use genetic operators such as selection, crossover, and mutation to 
generate schedules. These algorithms are highly flexible and can handle complex constraints, but they 
can be computationally expensive and may not find the optimal solution. 

• Local Search Algorithms: These algorithms use heuristics to search for schedules that are locally optimal. 
They are often faster than constraint-based and genetic algorithms, but they may not find the global optimal 
solution. 

• Backtracking Algorithms: These algorithms use backtracking techniques to find a solution. They are easy to 
im- plement and provides the guarantee to lead to the optimal solution, but they have a huge exponential 
computational time. 

 
The limitations of these existing algorithms are, they may not be efficient, they may not find the optimal solution, 

they may not be able to handle complex constraints, they may not scale well to large-scale problems and they may be 
computationally expensive. 

In graph theory, the graph coloring problem has three major variants. They are vertex coloring, edge coloring and 
face coloring. Vertex coloring is characterized as the assignment of colors to the vertices of a graph to such an extent 
that no two adjacent vertices are assigned with the same color. University timetable scheduling can be modeled as vertex 
coloring problem as vertex coloring is often referred to as graph coloring because other graph coloring problems can be 
converted into vertex coloring problems and this convention has been followed throughout this entire study. For a graph G, 
k-coloring refers to the assignment of k number of colors to the vertices of G where no two adjacent vertices are assigned 
with the same color and the colors are represented by non negative integer numbers from 1 to k. The chromatic number 
of G is the minimum value of k for which there exists a k-coloring of G. Chromatic number of a graph G is represented 
by X(G) [4, 5]. 

The way toward preparing a functional course scheduling report manually meeting all the constraints is really a 
terrible and time consuming task for a teaching staff at Military Institute of Science and Technology (MIST). As a little 
change hampers the entire schedule so in most of the cases it is tiring to roll out certain improvements in the course plan 
and apply a better strategic plan. The main objective of this paper is to replace this tiring process and compare the 
effectiveness of five graph coloring algorithms (First Fit, Welsh Powell, Largest Degree Ordering, Incidence Degree 
Ordering, and DSATUR) in solving the problem. We evaluate the performance of each algorithm in terms of their 
penalty and the quality of the generated schedules. Additionally, we provide new insights into the limitations and 
advantages of using different graph coloring algorithms in timetable scheduling and suggest new directions for future 
research by comparing the Welsh-Powell algorithm and the DSATUR algorithm, which are found to be the most 
effective in generating optimal schedules. 

This paper is organized as follows. In section 2, existing course scheduling techniques using graph coloring 
algorithms or heuristics are discussed. The problem statement is stated in section 3 while the problem representation is 
in section 4. In section 5, the methodology is described elaborately with the five algorithms. Section 6 contains 
experimental design including data setup, evaluation criteria, and experimental result with some concluding remarks in 
7. 

2.  Literature Review 

There are a number of studies directed over the years on graph coloring problems. In this section, we will discuss 
the solutions of graph coloring to address the course scheduling problem. 

In [6], the authors proposed a comparison study of graph coloring algorithms based on their solution accuracy and 
exe- cuting times. In [7, 8], the authors proposed a course timetable scheduling system using a graph coloring algorithm. 
They focus on college course timetables with defined hard and soft constraints. They also studied a teacher-subject 
schedul- ing problem where two alternative graph coloring methods were applied and a complete solution was 
provided. The researcher in [9] proposed a concern with the problem of course timetable scheduling. They have 
adopted various graph colorings algorithms such as the Saturation algorithm, Degree of Saturation Algorithm, 
Simulated Annealing algorithm, and Greedy algorithm. Here graph coloring algorithm is designed to construct to 
minimize conflicting schedules. 

In [10], the authors proposed a university examination scheduling system using a graph coloring algorithm based 
on RFID technology. This architecture developed exam timetabling problem is examined by using different artificial 
intelligence. The researcher in [11] proposed a novel approach of graph coloring to solve university course timetabling 
problems. They developed graph coloring with the Welch Powell algorithm that can produce class schedules. In [12], the 
author’s proposed timetable scheduling using graph coloring. They develop a general system that can cope with the ever- 
changing requirements of large educational institutions and provides efficient scheduling of courses. In [13], the authors 
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developed automatically generated college course timetables using a coloring scheduling algorithm. They proposed an 
algorithm that will consider all required constraints from both the students’ and teachers’ points of view. In [14], the 
authors proposed automata-based approximation algorithms compared with some well-known coloring algorithms and 
solved the minimum vertex coloring problem. 

In [15] for alternative graph, coloring method was presented timetabling courses at a university can be modeled 
and solved using graph coloring techniques. They also present a university timetable that incorporates room 
assignments during the coloring process using an alternative graph coloring method. In [16], the authors proposed a 
graph coloring algorithm for Solving University Course Timetabling Problem. They proposed a new approach to solve 
course timetabling problems that are encountered by educational institutions frequently. 

In [17], the author’s proposed graph coloring method was developed for optimizing solutions to the timetabling 
prob- lem. In [18] a university timetabling system based on graph coloring developed, and several common timetabling 
features can be handled in the system. And they also develop common timetabling features that can be handled within 
the sys- tem. In [19] propose a new memetic teaching learning-based optimization algorithm combined with a robust 
tabu search algorithm to solve the graph coloring problem. 

In the context of the present study, which aims to compare the performance of different graph coloring algorithms 
for solving the university timetable scheduling problem, a thorough literature review has been conducted to gain insight 
into the various approaches and techniques that have been proposed in the past. This review helped to identify the gaps 
in the existing knowledge and to formulate the research objectives and questions that guided the study. Furthermore, 
it also assisted to establish the theoretical foundations of the study, and to provide a basis for the selection of the most 
appropriate techniques and methods for the research. Overall, the literature review played a pivotal role in shaping the 
research methodology and providing a comprehensive understanding of the field, which ultimately enabled us to achieve 
the research objectives and draw meaningful conclusions from the study. 

3.  Problem Statement 

In the Military Institute of Science and Technology (MIST) the undergraduate classes take place 5 days in a week 
from Sunday to Thursday. There are 6 time slots per day and the time slots are denoted from A to F sequentially. Duration 
of each slot is 1 hour. So, there are total 6 x 5 = 30 time slots per week. These 30 slots are represented with positive 
integer from 1 to 30 sequentially. The slot distribution per week is illustrated in Table-1. 

The undergraduate students of MIST are categorized into 4 levels: Level-1, Level-2, Level-3, Level-4. If the level 
of a student is e then that means that the student is passing his/her e-th year at MIST. A student cannot belong to 
multiple levels and all the students of a particular level always register for the same set of courses. Each course has a 
unique 3 digit identifying code. The leftmost digit of the code indicates the level in which the course is offered. For 
example, if the code of a course is XYZ then the course is offered in Level-X where 0 ⩽ Y, Z ⩽ 9and1 ⩽ X ⩽ 4. 

Table 1. Slot Distribution for Course Scheduling Per Week at MIST 

 A B C D E F 

SUN 1 2 3 4 5 6 

MON 7 8 9 10 11 12 

TUE 13 14 15 16 17 18 

WED 19 20 21 22 23 24 

THU 25 26 27 28 29 30 

 
It means that if the leftmost digit of the code of two courses is the same then the courses are registered by the same 

set of students. A course can be conducted by one or multiple teachers. Each course is offered with a fixed contact hour 
that determines the number of required slots per week of the course. If the contact hour of a course is c then the course 
requires c number of time slots per week where c is a positive integer. The offered courses are classified in 2 categories: 
theoretical and sessional. The category of a course can be identified from its course code. If the rightmost digit of a course 
is odd then the course is theoretical otherwise sessional. For example, if the code of a course is XYZ and Z is odd then the 
course is theoretical where 0 ⩽ Y, Z ⩽ 9and1 ⩽ X ⩽ 4. 

4.  Problem Representation 

4.1.  Terminologies 

• The number of courses offered in a particular semester is N. 
• Each course is identified by a unique integer course code of 3 digits as described earlier and it is denoted by c. 
• A list is maintained containing all the unique course codes and denoted by CL. |CL| = N. 
• Each course is assigned with a contact hour that is a positive integer. A function CH(c) returns the contact 

hour of a course. A course c is splitted into CH(c) number of segments and each segment is assigned with a 
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unique integer cId. For example, If CH(c) = 3 then c will be splitted into 3 distinct segments. Consider that 
the cIds of the 3 segments are p,q,r where p, q and r are not equal. A function f(cId) maps the cId with a 
distinct course code in CL. For the above example, c is returned from f(p), f(q) and f(r). It is notable that cIds 
of two courses are generated in such a way that they do not match either completely or partially and cIds are 
generated sequentially starting from 1. 

• The set of all the cIds is denoted by CI and |CI| = n. 
• All the teachers are assigned with a unique tId. The set of all tIds is denoted by TL. 
• The slot distribution is illustrated in Table-1 where each available slot is marked with a unique positive 

integer sequentially starting from 1. The set of all available slots is denoted by SL. 

4.2.  Constraints 

The undergraduate course scheduling of MIST follows 2 types of constraints: hard constraints and soft constraints. 
If any of the hard constraints is violated in a solution then that solution is marked as infeasible. But a solution violating 
a soft constraint in fact all the soft constraints are accepted but it is preferred to adjust the soft constraints. 

A.  Hard Constraints 

3 hard constraints HC1, HC2 and HC3 are followed during the course scheduling process of MIST. A solution is 
considered as feasible if 
 

HCl ∧ HC2 ∧ HC3 = TRUE 
 
otherwise, the solution is marked as infeasible. 
 

• HC1 = TRUE: If the contact hour of a course c is CH(c) then the course needs to be assigned with exactly 
CH(c) number of slots per week. 

• HC2 = TRUE: If two courses have any common teachers then they cannot be assigned in the same time slot. 
• HC3 = TRUE: If two courses are offered in the same level then they cannot be assigned in the same time slot 

as they share common students. 

B.  Soft Constraints 

A soft constraint SC1 is preferred to adjust in the course scheduling process after adjusting all the hard constraints. 
 

• SC1 = TRUE: If the category of a course c is sessional and the contact hour of the course is CH(c) then the 
course is preferred to be assigned with CH(c) number of consecutive slots in a day. 

4.3.  Graph Representation 

The course scheduling problem of MIST is represented as an undirected graph G where the set of vertices is 
denoted by V and the set of edges is denoted by E. G is represented by an adjacency matrix named adj. 

A.  Vertex 

Each element of CI is represented as a vertex. Reason for this representation is because each course needs ch(c) 
number of slots to be assigned per week. That is why the course c is represented by ch(c) number of vertices rather 
than a single vertex. So, V = CL and |V| = n. 

B.  Edge 

There is an edge between i and j if i and j share common students or common teachers where i ∈ Cl and j ∈ Cl and i 
̸=j. 

 

, ,

1 ( /100) ( /100)
1

0
i j j i i j

if floor i floor j
adj adj if T L T L

Otherwise

 =


= = ∩ ≠ ∅

  

 
i ∈ Cl and j ∈ Cl and i ̸= j 
TLi returns the set of tIds considering i as cId 
TLj returns the set of tIds considering j as cId 

C.  Colors 

The time slots are represented as color. After applying a graph coloring algorithm on G each vertex will be 
assigned with a color and that will represent the time slot of the corresponding course. From Table-1 the available time 
slots are 1,2,....,30. So if the number of required colors exceeds 30 by an algorithm then the algorithm is considered to 
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be failed to distribute the slots among the courses. The set of colors are considered as a set of sequential integer 
numbers starting from 1. If the assigned color of a vertex is i then that means that the corresponding course will be 
allocated at i-th slot. For example, if for a vertex color-3 is assigned then the corresponding course will be allocated in 
slot-3. Slot-3 represents SUN-C from Table-1. 

For example, let there be six courses and for simplicity assume that the contact hour of each course is one. So, the 
number of vertices in the graph will be six. The course codes are 101, 103, 201, 203, 205, 301. Course codes are marked 
with unique cid from 1 to 6 sequentially. Let there are a total five teachers who are marked with unique tid from 1 to 5. 
Now the assigned cid and tid for each course is illustrated in Table-2. 

The graph representation of Table-2 is illustrated in Figure 1 where vertices are marked with cid. An edge exists 
between vertex-1 and vertex-2 because their corresponding course codes are 101 and 103 which are offered at the same 
level (level-1). For the same reason, edges exist among vertex-3, vertex-4 and vertex-5. Edges exist among vertex-1 and 
vertex-3 because their corresponding course codes are 101, 201, 205 which share a common teacher with tid = 1. Vertex-5 
and vertex-6 share an edge for having a common teacher with tid = 5. 

Table 2. 
 

course code cid tid 

101 1 1 

103 2 2 

201 3 1, 3 

203 4 4 

205 5 1,5 

301 6 5 

 

 

Fig.1. Graph Representation of Table-2 

5.  Methodology 

The methodology section describes the five algorithms that are applied on the undirected graph G constructed from 
the dataset following the steps described in Section-IV. 

5.1.  First Fit Algorithm (FF) 

This algorithm employs a simple heuristic approach by assigning the least available color to a vertex, starting with 
the first vertex in the graph and progressing sequentially. First Fit Algorithm (FF) is easier as well as faster than any other 
greedy heuristics [20]. It is used as an online algorithm for dynamic graph coloring [21], i.e. refers to a scenario where 
requests arrive dynamically without any predictable [22]. The algorithm commences by initiating an array, "colors", to 
store the colors assigned to each vertex. Subsequently, for each vertex, v, in the graph, the process assigns the smallest 
available color to the vertex and declares the color as used. In Algorithm 1, we have presented the details algorithm in 
step by step. 

Limitations – Though First-Fit is faster and simple it has some drawbacks too. This algorithm does not show good 
performance for every type of graph. There is some performance issue while dealing with some types of graphs. This bad 
performance comes from the lack of sensibility of the algorithm to the input sequence [21]. 

5.2.  Welsh Powell Algorithm (WP) 

Welsh Powell Algorithm works mainly on static graphs. The Welsh Powell algorithm, being a heuristic approach, 
employs a greedy strategy of assigning colors by giving priority to vertices with higher degree. Specifically, it prioritizes 
the vertex of highest degree in the graph and assigns a color to it. Then, it iterates over the vertices in descending order of 
their degree and assigns the smallest available color to each vertex. This algorithm prioritizes vertices with higher  degree  
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to minimize the chances of conflicts and increase the chances of optimal solution. The algorithm employs a strategy of 
assigning colors by giving priority to vertices with higher degree [23-25]. The details of the algorithms can be found in 
Algorithm 2. 
 

 
 
Limitations – This is an efficient one in terms of giving an upper bound for a chromatic number of a graph but on 

the other hand, it does not always provide the minimum number of colors needed to color the graph. Hence it cannot give 
the optimal solution in graph coloring. 

5.3.  Largest Degree Ordering Algorithm (LDO) 

Degree-based ordering provides a better strategy for graph coloring. It does not simply pick a vertex and assigns 
color without any selection criteria. Largest Degree Ordering is one of the criteria for selecting vertices. This algorithm 
chooses a vertex which has the highest number of neighbors and colors it [26]. Then goes for the next one. The vertices 
having the most edges are hard to assign non-conflicting colors [27]. This provides better coloring than the First Fit 
algorithm. We refer algorithm 2 for details. 

5.4.  Incidence Degree Ordering Algorithm (IDO) 

Another degree-based ordering algorithm is Incidence Degree Ordering. This Algorithm is a technique for 
determining the degree of a vertex in a graph. The procedure initiates by setting a variable "degree" to 0. Subsequently, it 
loops through each vertex "v" in the graph, and for each vertex, it iterates through each edge "e" in the graph. If the 
vertex "v" is one of the endpoints of the edge "e", the algorithm increases the "degree" variable by 1. In conclusion, the 
algorithm yields the "degree" variable, which signifies the degree of the vertex. 

5.5.  Degree of Saturation Algorithm (DSATUR) 

Degree of Saturation is another degree-based ordering algorithm. This heuristic sequentially colors the uncolored 
vertices having colored neighbors who use the largest number of distinct colors[28]. The algorithm chooses vertex having 
maximal saturation degree[29]. This differs from Incidence Degree ordering in terms of choosing the saturation degree 
instead of incidence degree. There remains the least number of possible colors to choose from for the vertex with the 
largest number of saturation degrees. The highest degree vertices with the least number of color options are the most 
difficult ones to color and they should be colored next[27]. DSATUR also works as a branch and bound algorithm[30]. It 
divides a graph coloring instance into a series of subproblems. All of the subproblems are partial coloration of the graph. 
There is an upper bound on the number of colors required for the graph in each step[31]. 
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6.  Experimental Design 

6.1.  Data Setup 

5 graph coloring algorithms that are described in the Methodology section have been applied on two different 
datasets illustrated in Table-3 and Table-4 respectively. The first dataset corresponds to the data of course distribution 
of Spring Term-2021 and the second dataset corresponds to the data of course distribution of Fall Term-2021 of the 
department of Computer Science and Engineering, MIST. The first dataset in Table-3 consists of 23 distinct courses (rows) 
mentioned in the first column. So, |CL| = 23. Contact hour of each course is associated in the corresponding row of the 
second column of Table-3. Sum of contact hour is 70. So, the graph consists of 70 vertices. |V | = 70. Each course can 
be associated with maximum of 6 teachers and minimum of 1 teacher. Total number of teachers is 32 and they are 
marked with tIds from 1 to 32 sequentially. tIds of each course is associated from column-3 to column-8. For the second 
dataset in Table-4, |CL| = 31. The sum of contact hour is 93 which implies that the total number of vertices for the 
second dataset will be 93. The max tId is 31. So the total number of teachers is 31 and they are marked from 1 to 31 
uniquely. Each course can be associated with maximum of 7 teachers and minimum of 1 teacher. These two datasets 
have been derived in this numerical tabular format for the simplicity of understanding but generally the course 
distribution is performed in a excel file in more complicated format at MIST. 

6.2.  Evaluation Criteria 

The satisfaction level of a solution of course scheduling problem at MIST is generally measured by 3 criteria. 
 

• Adjusting the soft constraint as much as possible 
• Minimizing the number of required slots per week 
• Minimizing the number of engaged days of a teacher per week 

 

 
 

That is why 3 penalty functions P1(A), P2(A) and P3(A) are defined for an algorithm A to evaluate the level of 
satisfaction of a solution generated by that algorithm A. 
 

• P1(A) is defined as the number of violations of the soft constraint by the solution generated by A. 
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• P2(A) is defined as the number of slots required by the solution generated by A. 
• P3(A) is defined as the sum of engaged day per week for all the teachers of a solution generated by A.  
 
The penalty of A is denoted by TP(A) and calculated as 

 
1( ) 2( ) 3( ) 2( ) ( )( )

( ) ( )
P A P A P A P A X GTP A

SC X G TL X G
−

= + + +
 

 
Here SC is the set of sessional courses. For dataset-1, SC = 202, 204, 206, 302, 304, 306, 318, 402, 404, 460, 462. 

So, |SC| = 11 and for dataset-2, SC = 104, 106, 212, 214, 216, 220, 224, 308, 310, 316, 360, 414, 416, 444, 452. That 
means, |SC| = 15. X(G) denotes the chromatic number of G of the corresponding dataset. Backtracking algorithm has 
been used for calculating the chromatic number of the both of the dataset. For dataset-1, X(G) is 25 and for dataset-2, 
X(G) is 30. TL denotes the set of teachers (tIds) of the corresponding dataset. For Table-3, |TL| = 31 and for Table-4, 
|TL| = 32. The satisfaction of algorithm-A is measured from TP(A). The algorithm that generates a solution with lower 
amount of penalty points (TP) is considered as more satisfactory. 
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6.3.  Experimental Result 

The 5 algorithms mentioned in the methodology section have been applied on the data of Table-3. The report gen- 
erated by First Fit algorithm, Welsh Powel algorithm, Largest Degree Ordering algorithm, Incidence Degree Ordering 
algorithm and DSatur algorithm is presented in Table-5, Table-6, Table-7, Table-8, Table-9 respectively for dataset 1. 

For dataset-2 the results are presented in Table-5, Table-6, Table-7, Table-8, Table-9 respectively for First Fit algo- 
rithm, Welsh Powel algorithm, Largest Degree Ordering algorithm, Incidence Degree Ordering algorithm and DSature 
algorithm. 

Table 3. Data of course scheduling of Spring-2021, MIST 

Course 
Code 

Contact 
Hour 

Teacher 

Teacher-1 Teacher-2 Teacher-3 Teacher-4 Teacher-5 Teacher-6 

101 3 1 2     

201 3 3 4     

202 3 3 4 5 6 7  

203 3 8      

204 3 9 3 1 10 11 12 

205 3 13 10     

206 3 13 10 14 5 11 15 

301 3 16 17     

302 3 16 17 18 11 19  

303 3 20 19     

304 3 21 20 19    

305 4 22 23     

306 3 22 23 2 16 3 24 

317 3 25 26     

318 3 25 26 1 27   

323 3 5 18     

401 3 28 14     

402 3 28 14 13 15 27  

403 3 29 30     

404 3 29 30 13 24 27  

405 3 9 31     

460 3 32 22 4 18 12  

462 3 17 9 13 5 31 12 

421 3 32 21 23    

 
Table-10 and Table-16 illustrate a comparison of these 5 graph coloring algorithms by their penalty for dataset-1 

and dataset-2 respectively. In both of cases, Incidence Degree ordering achieves the highest penalty. The main reason for 
the maximization of the penalty is that IDO takes the highest number of slots and also generates the maximum amount 
of workload for the teachers in both of the cases. Though for dataset-2 IDO takes the same number of slots as the 
chromatic number for the dataset-1 it exceeds the chromatic number. 

The most optimal algorithm for the considered scenario is both Welsh Powel and Largest Degree Ordering 
algorithm as they generate the lowest amount of penalty in both of the cases. The main reason behind the minimization 
of the penalty is adjusting the number of required slots with exactly the chromatic number of the corresponding graph. At 
the same time both of them generates the same amount of workload for the teachers which is minimum for both of the 
scenarios. 

Regarding the First fit and DSatur algorithm the satisfaction level varies depending on the dataset. For the first 
dataset, DSatur performs better but for the second dataset the inverse relationship occurs. But the good side of DSatur 
is that it takes exactly X(G) number of slots in both of the cases where First Fit algorithm fails to adjust the number of 
required slots for the first dataset. P1 and P3 also varies in both of the scenarios. 

The study found that all five algorithms were able to produce schedules with minimal conflicts in certain conditions, 
however, analyzing the penalty of each algorithm we can say that the schedules produced by Welsh Powell and DSATUR 
had a lower penalty than the others. This implies that Welsh Powell and DSATUR are more successful in resolving the 
university timetable scheduling problem. Figure 2 illustrates a comparison of penalty value for the mentioned 5 algo- 
rithms. 
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The methodology employed in the study helped to accomplish the objective of comparing the performance of 
graph coloring algorithms in solving the university timetable scheduling problem. By examining the algorithms using 
bench- mark problems and comparing the schedules generated, we were able to determine the most efficient algorithms 
for this problem. 

Table 4. Data of course scheduling of Fall-2021, MIST 

Course 
Code 

Contact 
Hour 

TID 

Teacher-1 Teacher-2 Teacher-3 Teacher-4 Teacher-5 Teacher-6 Teacher-7 

103 3 1 26      

104 3 1 26 21 25    

105 3 2 27      

106 3 2 27 14 17 19 20  

211 3 12       

212 3 12 24 11 14    

214 3 17 8 24 30 7   

215 3 19 25      

216 3 19 25 18 30    

217 3 18 20      

220 3 16 8 24 28    

224 3 23 27 29     

307 3 5 18      

308 3 5 18 23     

309 3 7 13      

310 3 7 13 9 16 19 26  

313 3 19 24      

315 3 11 16      

316 3 11 16      

319 3 10 21      

360 3 4 9 10 15 3 21 26 

413 3 15 17      

414 3 15 17      

415 3 6 22      

416 3 6 20 22     

429 3 9 23      

443 3 3 10      

444 3 3 10 29 30    

451 3 14       

452 3 14 21      

417 3 31       

Table 5. Report generated by First Fit Algorithm 

 A B C D E F 

SUN 

101 
201 
301 
401 

101 
201 
301 
401 

101 
201 
301 
401 

202 
302 
402 

202 
302 
402 

202 
302 
402 

MON 
203 
303 
403 

203 
303 
403 

203 
303 
403 

204 
304 
404 

204 
304 
404 

204 
304 
404 

TUE 
205 
305 
405 

205 
305 
405 

205 
305 
405 

206 
305 

206 
306 

206 
306 

WED 306 
462 

318 
460 

318 
460 

318 
460 

323 
421 

323 
421 

THU 323 
421 462 462 X X X 
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Chormatic number for the graph consisted from the data of Table-3 is 25. The value of penalty is illustrated in Table-
4 for the performance comparison of these 5 algorithms. 

7.  Conclusions 

The comparison of various graph coloring algorithms in university timetable scheduling is comparatively a novel 
area of research. The five algorithms employed in this study, namely First Fit, Welsh Powell, Largest Degree Ordering, 
Incidence Degree Ordering and DSATUR, while not guaranteed to yield optimal solutions, do so in a polynomial time 
but ensuring a conflict-free outcome. However, it must be acknowledged that the study is constrained by the limitations 
of the benchmark problems employed which may not fully encapsulate real-world scenarios. Additionally, the study’s 
scope is limited to the comparison of these five algorithms alone. Future studies could expand the benchmark problem set 
and incorporate a wider range of graph coloring algorithms for a more comprehensive evaluation of their performance. 

Table 6. Report Generated by Welsh Powell Algorithm 
 

 A B C D E F 

SUN 
203 
306 
462 

203 
306 
462 

203 
306 
462 

206 
318 
460 

206 
318 
460 

206 
318 
460 

MON 
204 
323 
404 

204 
323 
404 

204 
323 
404 

101 
202 
302 
421 

101 
202 
302 
421 

101 
202 
302 
421 

TUE 
201 
305 
402 

201 
305 
402 

201 
305 
402 

205 
305 
401 

205 
301 
401 

205 
301 
401 

WED 301 
405 

304 
405 

304 
405 

304 
403 

303 
403 

303 
403 

THU 303 X X X X X 

Table 7. Report Generated by Largest Degree Ordering Algorithm 
 

 A B C D E F 

SUN 
203 
306 
462 

203 
306 
462 

203 
306 
462 

206 
318 
460 

206 
318 
460 

206 
318 
460 

MON 
204 
323 
404 

204 
323 
404 

204 
323 
404 

101 
202 
302 
421 

101 
202 
302 
421 

101 
202 
302 
421 

TUE 
201 
305 
402 

201 
305 
402 

201 
305 
402 

205 
305 
401 

205 
301 
401 

205 
301 
401 

WED 301 
405 

304 
405 

304 
405 

304 
403 

303 
403 

303 
403 

THU 303 X X X X X 

 
Furthermore, incorporating other optimization techniques and constraints may also be considered to enhance the 

quality of the schedules generated. Additionally, the lack of a heuristic to adjust soft constraints and uniform time slot 
distribution over courses can be considered as potential avenues for future research. 

Table 8. Report Generated by Incidence Degree Ordering Algorithm 

 A B C D E F 

SUN 
203 
306 
401 

101 
201 
301 
401 

101 
201 
301 
401 

101 
201 
301 
402 

202 
302 
402 

202 
302 
402 

MON 
202 
302 
403 

203 
303 
403 

203 
303 
403 

204 
303 
404 

204 
304 
404 

204 
304 
404 

TUE 
205 
304 
405 

205 
305 
405 

205 
305 
405 

206 
305 

206 
305 

206 
306 

WED 306 
462 

318 
460 

318 
460 

318 
460 

323 
421 

323 
421 

THU 323 
421 462 462 X X X 
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In conclusion, this study has established the efficacy of graph coloring algorithms in university timetable 
scheduling, with the Welsh Powell and DSATUR algorithms being particularly efficacious. Nonetheless, further research 
is imperative to fully comprehend the capabilities and limitations of these algorithms in addressing real-world 
scheduling problems. 

Table 9. Report Generated by Dsatur Algorithm 
 

 A B C D E F 

SUN 
203 
306 
462 

203 
306 
462 

203 
306 
462 

206 
318 
460 

206 
318 
460 

206 
318 
460 

MON 
204 
323 
421 

204 
323 
421 

204 
323 
421 

101 
202 
302 
404 

101 
202 
302 
404 

101 
202 
302 
404 

TUE 
201 
305 
402 

201 
305 
402 

201 
305 
402 

205 
305 
401 

205 
301 
401 

205 
301 
401 

WED 301 
405 

304 
405 

304 
405 

304 
403 

303 
403 

303 
403 

THU 303      

Table 10. Table for Algorithm Wise Penalty for Dataset-1 
 

A X(G) |SC| |TL| P1 P2 P3 TP 

FF 25 11 15 2 27 94 7.61 

WP 25 11 15 0 25 93 7.2 

LDO 25 11 15 0 25 94 7.27 

IDO 25 11 15 4 27 97 7.99 

DSatur 25 11 15 0 25 93 7.2 

Table 11. Report Generated by First Fit Algorithm 

 A B C D E F 

SUN 

103 103 103 104 104 104 

211 
307 

211 
307 

211 
307 

212 
308 

212 
308 

212 
308 

413 413 413 414 414 414 

MON 

105 105 105 106 106 106 

214 
315 

214 
315 

214 
315 

220 
309 

220 
309 

220 
309 

415 415 415 429 429 429 

TUES 

215 215 215 216 216 216 

316 316 316 319 319 319 

416 416 416 451 451 451 

WED 

217 217 217 224 224 224 

310 310 310 313 313 313 

443 443 443 452 452 452 

THU 
360 360 360 

444 444 444 
417 417 417 
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Table 12. Report Generated by Welsh Powell Algorithm 
 

 A B C D E F 

SUN 

106 106 106 105 105 105 
220 
360 

220 
360 

220 
360 

212 
310 

212 
310 

212 
310 

415 415 415 444 444 444 

MON 

103 
214 
308 
452 

103 
214 
308 
452 

103 
214 
308 
452 

216 
319 
429 

216 
319 
429 

216 
319 
429 

TUES 

104 
224 
313 
413 

104 
224 
313 
413 

104 
224 
313 
413 

215 
307 
414 

215 
307 
414 

215 
307 
414 

WED 

217 217 217 211 211 211 

315 315 315 316 316 316 

443 443 443 416 416 416 

THU 
309 309 309 

417 417 417 
451 451 451 

 
 

Table 13. Report Generated by Largest Degree Ordering Algorithm 
 

 A B C D E F 

SUN 

106 106 106 105 105 105 
220 
360 

220 
360 

220 
360 

212 
310 

212 
310 

212 
310 

415 415 415 444 444 444 

MON 

103 
214 
308 
452 

103 
214 
308 
452 

103 
214 
308 
452 

216 
319 
429 

216 
319 
429 

216 
319 
429 

TUES 

104 
224 
313 
413 

104 
224 
313 
413 

104 
224 
313 
413 

215 
307 
414 

215 
307 
414 

215 
307 
414 

WED 

217 217 217 211 211 211 

315 315 315 316 316 316 

443 443 443 416 416 416 

THU 
309 309 309 

417 417 417 
451 451 451 

Table 14. Report Generated by Incidence Degree Ordering Algorithm 
 

 A B C D E F 

SUN 

106 103 103 103 104 104 
211 
307 

211 
307 

211 
307 

212 
308 

212 
308 

212 
308 

415 413 413 413 414 414 

MON 

104 105 105 105 106 106 
214 
315 

214 
315 

214 
315 

215 
309 

220 
309 

220 
309 

415 415 416 414 429 429 

TUES 

215 215 216 216 216 217 

316 316 316 319 319 310 

416 416 429 451 451 443 

WED 

217 217 220 224 224 224 

310 310 319 313 313 313 

443 443 451 452 452 452 

THU 
360 360 360 

444 444 444 
417 417 417 
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Table 15. Report Generated by Dastur Algorithm 
 

 A B C D E F 

SUN 

106 106 106 105 105 105 
220 
308 

220 
308 

220 
308 

212 
310 

212 
310 

212 
310 

444 444 444 413 413 413 

MON 

103 
214 
307 
452 

103 
214 
307 
452 

103 
214 
307 
452 

216 
360 
416 

216 
360 
416 

216 
360 
416 

TUES 

104 
224 
313 
414 

104 
224 
313 
414 

104 
224 
313 
414 

215 
319 
429 

215 
319 
429 

215 
319 
429 

WED 

217 217 217 211 211 211 

315 315 315 316 316 316 

443 443 443 451 451 451 

THU 
309 309 309 

417 417 417 
415 415 415 

Table 16. Table for Algorithm Wise Penalty for Dataset-2 
 

A X(G) |SC| |TL| P1 P2 P3 TP 

FF 30 15 31 0 30 90 3.9 
WP 30 15 31 0 30 87 3.81 

LDO 30 15 31 0 30 94 4.03 
IDO 30 15 31 6 30 94 4.43 

DSatur 30 15 31 0 30 87 3.81 

 

 

Fig.2. Dataset Wise Penalty of 5 Graph Coloring Algorithms 
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