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Abstract: Facemask wearing is becoming a norm in our daily lives to curb the spread of Covid-19. Ensuring facemasks 

are worn correctly is a topic of concern worldwide. It could go beyond manual human control and enforcement, leading 

to the spread of this deadly virus and many cases globally. The main aim of wearing a facemask is to curtail the 

spread of the covid-19 virus, but the biggest concern of most deep learning research is about who is wearing the mask 

or not, and not who is incorrectly wearing the facemask while the main objective of mask wearing is to prevent 

the spread of the covid-19 virus. This paper compares three state-of-the- art object detection approaches: 
Haarcascade, Multi-task Cascaded Convolutional Networks (MTCNN), and You Only Look Once version 4 (YOLOv4) 

to classify who is wearing a mask, who is not wearing a mask, and most importantly, who is incorrectly wearing the 

mask in a real-time video stream using FPS as a benchmark to select the best model. Yolov4 got about 40 Frame Per 

Seconds (FPS), outperforming Haarcascade with 16 and MTCNN with 1.4. YOLOv4 was later used to compare the two 

datasets using Intersection over Union (IoU) and mean Average Precision (mAP) as a comparative measure; dataset2 

(balanced dataset) performed better than dataset1 (unbalanced dataset). Yolov4 model on dataset2 mapped and detected 

images of masks worn incorrectly with one correct class label rather than giving them two label classes with uncertainty 

in dataset1, this work shows the advantage of having a balanced dataset for accuracy. This work would help decrease 

human interference in enforcing the COVID-19 face mask rules and create awareness for people who do not 

comply with the facemask policy of wearing it correctly. Hence, significantly reducing the spread of COVID-19. 

 

Index Terms: Covid-19, Facemask, FPS, Haar-cascade, IoU, mAP, Mask-Wearing, MTCNN, YOLOv4. 

 

 

1.  Introduction 

History has shown the vast negative impacts of recorded pandemics globally, Covid-19 is not an exemption, which 

most sectors felt its negative impact. The coming of the COVID- 19 pandemic has had an enormous impact on 

humanity and the healthcare sector. According to World Health Organization (WHO), as of 12th December 2021, there 

are 268,934,575 confirmed cases and 5,297,850 confirmed deaths [1], as depicted by regions in Table 1. COVID-19 

primarily spreads by droplets discharged by an infected person via coughing or sneezing; thus, there is a high chance 
of spreading the virus to everyone who directly contacts an infected person with the coronavirus [2]. As a result, the 

virus spreads quickly among the public at large, which might not show immediate signs and symptoms. 

The global controversy about taking the vaccine or not has been a contending issue by individuals and social media 

on how the vaccine might affect the fertility and pregnancy rate [4]. According to studies in [5], the most often reported 

adverse effects include fever, headache, weariness, and pains at the injection site, with the majority of side effects being 

mild to severe. However, like with the two-dose or single-dose main series, there is a small risk of side effects, which 

may be insignificant. The truth remains that the number of covid-19 vaccinations provided is still insufficient compared 

to the total world population, particularly in the least developed countries. According to data in [6], there are two doses 

offered to individuals; however, the number of people who received at least one of the two doses is roughly 56.1% of the 

world population, with 8.51 billion doses administered globally and 35.6 million administered daily. 

One of the recommended among other methods to control the spread of the covid-19 virus that does not include 

vaccinations with little controversy and is primarily adopted in different facets of life is the use of facemasks to prevent 
the droplets from spreading. And the wearing of face masks in line with other measures has been part of our daily 

lives in respective of whether the vaccine has been taken or not. 
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Table 1. COVID-19 Confirmed Cases and Death [3]. 

WHO Region 
New Cases in Last 

7 Days (%) 

Change in New Cases 

in Last 7 Days * (%) 

Cumulative Cases 

(%) 

Change in New 

Death in Last 7 Days 

* (%) 

Cumulative 

Deaths (%) 

Europe 2,593,221 (65%) -7 91,631,852 (34%) -3 1,598,688 (30%) 

Americas 837,345 (21%) -10 98,521,311 (37%) -14 2,371,246 (45%) 

West Pacific 213,915 (5%) 7 10,584,344 (4%) 4 147,539 (3%) 

Africa 167,682 (4%) 111 6,522,517 (2%) -1 153,766 (3%) 

South-East Asia 98.021 (2%) -10 44,737,006 (17%) -50 714,303 (13%) 

Eastern Mediterranean 90,633 (2%) -4 16,936,781 (6%) -3 312,295 (6%) 

Global 
4,000,817 

(≈100%) 
-5 268,934,575 (100%) -10% 

5,297,850 

(100%) 

 
The aim and objectives of this work is to correctly detect class label of mask worn incorrectly with two datasets 

(balanced and unbalanced) using one of the three proposed models with the best Frame Per Seconds (FPS) using 

intersection over Union (IoU) and mean Average Precision (mAP) as evaluation metrics.  

1.1.  Problem Statement and Approach 

There have been numerous steps to reduce the transmission of COVID-19, several techniques are being developed, 

including wearing a face mask to help prevent the transfer of droplets from infected persons. The WHO has suggested 

different preventive measures for protection, and one such preventive action is to wear a facemask while visiting open 

places. Research has also shown that wearing face masks is 96% effective in decreasing the spread of the virus [2]. 

Even with the strict rules enforced by different governments globally and WHO on wearing a face mask to curtail the 

virus, many people still defy the measures [7]. 

Some of the researchers in [2,7-9] have worked towards using machine learning methods and applications to solve 

a similar problem. However, most researchers in the field have emphasized their work on applying machine learning 
techniques on wearing facemasks and not wearing facemasks. Nevertheless, there is still a gap in knowing who is 

wearing the face mask correctly or incorrectly, either by not covering their nose or mouth or dropping it to their chin. 

This work proposed two datasets that focus on three classes with names, with face masks, without face masks, and 

improperly worn face masks. Considering the differences in these classes, most of the existing datasets perform poorly 

in real world usage on different models. The collected datasets consist of faces with masks, without masks, and 

improperly worn masks. The proposed methods are adapted for mask detection in real-time videos, benefiting from this 

dataset. 

And the collected datasets used were obtained from two sources – dataset1 from Kaggle [10] and dataset2 from 

GitHub repo [11,12]. Dataset1 from Kaggle contains 853 images with their respective annotations, but there was an 

imbalance between the three classes, as shown in Fig. 1. In this paper, the dataset1 was run on three different widely 

used mask detection models: You Only Look Once version 4 (YOLOv4) object detection architecture, Haarcascade, and 
Multi-task Cascaded Convolutional Networks (MTCNN). 

The method compares the three models to find and classify masked, unmasked, and incorrectly masked faces. In a 

further experiment, YOLOv4 was used to analyze the two datasets because it performed well with frame per seconds 

(FPS) greater than 48 on the datasets for facemask detection based on the three classes compared with the other two 

methods. The dataset was run with the three models to see their effectiveness, and YOLOv4 outperforms the 

Haarcascade and MTCNN in terms of FPS. 

Therefore, YOLOv4 achieves high accuracy faster than the Haarcascade and MTCNN. This method would 

help implement the facemasks wearing policy while it will allow policymakers to know who is wearing the facemasks 

correctly or not and those not wearing at all. As a result, this approach will aid in the control of the spread of covid-19 

in congested and public settings by accurately detecting who is incorrectly wearing the facemask. 

 

 

Fig.1. Dataset1 Class Imbalance.
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1.2.  Paper’s Organization 

After the brief introduction on the impact of Covid-19 and how to curtail the spread of the virus, followed by the 

aim and objectives and problem that arises from improper facemask wearing and how the process could be automated 

using deep learning approaches, the remainder of this paper has the following structure. Section 2 includes a survey of 

the related work by other researchers who have done similar work on facemask detection using different approaches. 

Section 3 entails the description of the datasets used in this work and the ratio of splitting the datasets. Section 4 

outlines the paper’s methodology used to achieve the objective of this research. Section 5 contains the paper’s research 

experiment and results that include the model training, testing, and evaluation, including the results of the experiments 

and models used in this paper. Section 6 has concluding observations and future work for facemask detection. 

2.  Related Work 

The use of facemasks cannot be overlooked when controllable measures are to be considered for the spread of 

Covid-19 droplets, with stringent policies and preventive measures on the wearing of facemasks by different 

governments worldwide. Hence, the emergence and implementation of various ways to automate these measures and 

ensure that the policies are strictly adhered to have been churned out using different machine learning approaches 

[13,14,15,16,17,18]. Studies have been conducted on facemask detection and classification, though most of the research 

was more concerned about wearing facemasks and not wearing facemasks. 

Reference [19] have applied YOLO to detect facemask on a newly collected dataset. This is because face detection 

is a vital part of the facemask’s detection process; it requires a significant amount of time and resources if done 

manually and increases the chance of making mistakes in detecting unmasked faces. 
According to the state of arts and the results which have already been tested by some researchers, in this work [20], 

they developed a face mask detection for COVID-19 prevention by using the YOLOv4 algorithm at Politeknik Negeri 

Batam in real-time application to avoid the spread of COVID-19 in the campus area to detect who is/not wearing 

facemasks. 

Reference [21] presents the masked face detection by comparing the performance of 3 famous algorithms of 

machine learning: K-Nearest Neighbor, Support Vector Machine, and MobileNet on different scenarios where it was 

discovered that MobileNet outperformed the two other algorithms considering the accuracy of the images and videos 

from a real-time camera. 

Facemask detection uses four different steps: camera distance, eye line detection, and facial part detection [22]. 

Because video analytics is concerned with detecting people and events such as moving, dropping, and so on, the authors 

take advantage of the fact that a human and face detector is present in the system, while the algorithm analysis proposed 
improvements for the performance of facemask detection. 

A real-time algorithm for face tracking was developed on two classes (wearing a mask and not wearing a mask) 

[23]. The face tracking algorithm performs better in detecting who is wearing a mask than those not wearing a face 

mask. But it has a problem of losing track of target in some cases for masked faces. The detector is only trained with 

faces without masks; they show that the proposed algorithm performs robustly in tracking faces without and with face 

masks. 

Reference [24] was conducted to detect real-time facemask wearing using deep learning for large traffic datasets. 

In order to further verify the performance of the model, a speed measurement experiment was carried out on the FDDB 

dataset with the MY method and the classic face detection methods based on deep learning. The detection accuracy 

reached 0.919, and FPS got to 55. This work has been implemented in places like Beijing to curtail the spread of the 

epidemic by using an infrared thermal imaging temperature measurement warning system. 

Reference [25] have introduced a novel approach for detecting and classifying a person wearing a mask or no mask 
on mobile devices using state-of-the-art MobileNetV2 architecture with transfer learning technique. This method uses a 

smartphone camera to test videos and images, which gained an accuracy of 99.2% in training and validation accuracy of 

99.8% 

Convolutional Neural Networks were used for facemask recognition, where Multi-Task Cascaded Convolutional 

Neural Network was used for face detection, while Google FaceNet embedding was used for facial features extraction, 

and finally, Support Vector Machine was used to perform the classification task [26]. FaceNet’s pre-trained model was 

utilized to improve masked face recognition. 

Facial parts were highlighted for face detection and their importance [27]. This paper measures the accuracy of 

three models (MTCNN, Retinaface, and DLIB). The model has the shortcoming of MTCNN not being able to detect a 

larger face when there is a face inside another look. Their work found an interesting behavior of the famous face 

detection algorithm MTCNN. 
Reference [28] uses deep learning method to detect facemask in real- time by pre-processing, training a CNN, and 

finally performing real-time classification with 96% validation accuracy. The model used red colored rectangle to 

denote no mask and a green colored rectangle to portray mask-wearing. This method rapidly helps millions of people 

infected by the Corona Virus throughout the world 

Taking into account the accuracy and reasoning speed of face mask detection tasks, paper [29] proposes a 

detection model using PP-YOLO-Mask based on PP-YOLO through transfer learning, data augmentation, and model 
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compression methods with mAP of 86.69% and 11.842ms recognition speed for a single picture which perform better in 

terms of accuracy and speed than YOLOV3 and FasterRCNN. Region-based Convolutional Neural Network was 

utilized for facemask detection while comparing the mAP with SSD Inception V2 model and SSD MobileNet V2 model 

[30]. Their proposed method achieved 85.82%, mAP on the collected dataset. It also has a detection accuracy of 98.61% 

mAP for people not wearing facemask while masked faces have 68.72%. This was better than the total Mean Average 

Precision of the SSD Inception V2 model and for the SSD MobileNet V2 model. 

On the Simulated Masked Face Dataset, [31] identify the face mask by presenting CNN and VGG16-based deep 

learning models to include and implement AI-based preventive methods to control covid-19 spread. The CNN model 

has a testing accuracy of 97.42%, validation of 96.35%, and 96.35% for training. And the VGG16 model achieved 

99.47% training, 98.59% validation, and 98.97% test accuracy. 
Real-time detection was done from the YOLO family to measure the performance of neural networks [32]. This 

method was compared with the Mask-R-CNN using computational and efficiency while increasing processing speed 

without compromising accuracy for detection.  

Most of the related works have concentrated their research more on facemask detection using two label classes for 

mask wearing and not wearing mask. Therefore, this call for more research to consider people that are incorrectly 

wearing the facemasks. 

3.  Datasets 

Dataset1 was gotten from Kaggle, and it has 853 labeled images that entail different categories of images, such as 

individual and group pictures. Dataset1 has three classes (with- mask, without-mask, and mask-wear-incorrect), and 
using data analysis; it depicts an imbalance between the classes as earlier shown in Fig. 1 with more data for the with-

mask class and less data for mask-wear-incorrect. 

The performance of the models for training, validation, and testing is dependent on equal class representation. In 

order to remediate the class imbalance bias and not cause the models to perform poorly in class representation. In this 

paper, dataset2 has 3000 images that were taken from [11,12], with each class having a thousand each to create balance. 

Dataset1 has 853 data with 545 training data (80% of 682), 137 validation data (20% of 682), and 171 test data  

(20% of total dataset1), while dataset2 comprises 3000 data with 1920 training data (80% of 2400), 480. 

validation data (20% of 2400), and 600 test data (20% of total dataset2).  

The rationale behind using the two datasets is because dataset1 is the most well-known on Kaggle for facemask 

detection. However, because of its imbalance nature between the three class labels, it has produced biased results, and 

this calls for dataset2 to clear all doubt attached to the imbalance class labels in dataset1. 

4.  Methodology 

In real-time video detection, and most importantly, congested situations like public places, the main features to be 

considered are fastness in terms of frame capture per seconds and accuracy in detection, which is this paper’s main goal 

and objective in its methodology. Based on studies and research on modern models that have been used for facemask 

detection with good accuracy and fastness, the paper uses these three models: Haarcascade, MTCNN, and YOLOv4. 

The rationale behind this paper is to find the model with the best FPS on the controversial dataset1 as it has been the 

most common dataset been considered for facemask detection in real-time videos in most facemask detection studies. 

Then, this work uses the model with the best performance to compare the IoU and mAP for dataset1 and dataset2. 

The three models and their brief introduction on how they work are explained below. 

4.1.  Haarcascade 

Haarcascade is a machine learning-based technique that allows images of positive (images with face) and negative 

(without faces) images to be trained using the cascade function. It is also an effective classifier used for objection 

detection proposed by [33,34] and primarily used to detect an object in images and video streams. 

In addition, features of the Haar classifier are synonymous with convolutional networks, where every component is 

calculated by deducting a single value of the total of the pixels in the white rectangle out of the sum of the pixels in the 

black rectangle as in Fig. 2. 

 

 

Fig.2. Haarcascade Features [34].
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4.2.  MTCNN 

Multi-task Cascaded Convolutional Networks (MTCNN) is a state-of-the-art architecture used for human face 

detection that uses multitask learning. It can detect facial features such as mouth and eyes on a different range of 

datasets with the aim of achieving three major tasks face classification, bounding box regression, and localization of 

facial landmark. 

MTCNN uses a three-stage cascading structure for easy detection of facial features [35]. Firstly, the proposal 

network (P-NET) of a fully CNN in Fig. 3a is used to obtain bounding box and candidate windows, and FCNN does 

not use a dense layer, which majorly differentiates them from CNN. Secondly, the refine network (R-Net) as shown in 

Fig. 3b, is a CNN that receives the output of P-NET as its input which helps in reducing the number of candidates, 

bounding box calibration, and merging overlapping candidates. The production of the result shows if there is the 
presence of a face or not. Finally, the output network (O-NET) in Fig. 3c gives more information description than 

the R-NET, and its output produces eyes, nose, and mouth facial landmarks. 

 

 

(a) 

 

(b) 

 

(c) 

Fig.3. (a) P-Net (b) R-Net (c) O-Net [35] 

4.3.  YOLOv4 

You only look once (YOLO) is one of the most popular and powerful real-time objects detection approaches, and 

its name (YOLO) was coined because it is a modern algorithm built to look once through a network. The YOLO 

object detector is a quick and accurate one-stage object detector. YOLO is being used in many projects and research 
works, such as in [10,15,19,20,29,32]. The first three years of 2016, 2017, and 2018 experienced the version release of 

YOLOv1, YOLOv2, and YOLOv3, respectively, and YOLOv4 was released was in 2020 which included the several 

state-of-the-art bags of specials (BoS) and bags of freebies (BoF) [36]. The BoS increase a small amount of inference 

cost while improving the detection accuracy of the object. At the same time, the BoF tends to enhance the detector’s 

accuracy without the inference time increase. 

Regarding performance metrics, [37] asserts that YOLOv4 has better results than other models for detecting 

objects by a vast difference. YOLOv4 has achieved more than 12% FPS and 10% AP than YOLOv3. As a consequence, 

it received a 43.5% AP value based on the COCO dataset, as well as a real-time performance of 65 frames per 

second on the TESLA V100 [38]. As a result, it outperformed the most accurate and quickest detector in terms of 

accuracy and speed. The working principles of YOLOv4 in Fig. 4 have been explained in many research work, some 

of which includes the following: 
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Fig.4. YOLOv4 [37] 

• Input: Image, Patches, Image Pyramid 

• Backbones: VGG16 [39], ResNet-50 [40], SpineNet [41], EfficientNet-B0/B7 [42], CSPResNeXt50 [43], 

CSPDarknet53 [43] 

• Neck 

 

– Additional blocks: SPP [44], ASPP [45], RFB [46], SAM [47] 

– Path-aggregation blocks: FPN [48], PAN [49], NAS- FPN [50], Fully connected FPN, BiFPN [51], ASFF 

[52], SFAM [53] 
 

• Heads 

 

– Dense Prediction (one-stage): 

 

 RPN [54], SSD [55], YOLO [56], RetinaNet [57] (anchor based) 

 CornerNet [58], CenterNet [59], MatrixNet [60], FCOS [61] (anchor free) 

 

– Sparse Prediction (two-stage): 

 
 Faster R-CNN [62], R-FCN [63], Mask RCNN [64] (anchor based) 

 RepPoints [65] (anchor free) 

5.  Discussions, Evaluation and Result 

5.1.  Data Preprocessing 

Dataset1 has the directory structure with 853 images with their respective annotations as shown in Fig. 5. The 853 

images in the annotation directory have bounding boxes in PASCAL VOC format. In this paper, the input uses the 

bounded region by the bounding box while the output uses the labels. The following steps were used in the data 

preprocessing of dataset1. 

 
• Import libraries such as os, cv2, pickle, numpy, xml and Element Tree, matplotlib, to-categorical. 

• Reading image path, label, bounding boxes from XML file – image and annotation path was read, and they 

were labeled as ’without-mask’: 0, ’with-mask’: 1, ’mask- weared-incorrect’: 2 

• The data were randomly checked to know what they look like and drawing bounding boxes while showing the 

images 

• Data and target were gotten by taking region of interest as data(X) and target as categorical data as in Fig. 6 

with the image size as (100, 100) for X and Y. 

• Finally, the preprocessed data was saved. 

 

 

Fig.5. Images and Annotations
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Fig.6. Categorical Data 

5.2.  Mask Detector 

The mask detector model was done by training the inputs with transfer learning and InceptionV3 neural network 

architecture was used to build the model classifier for the three classes. The following steps were taken in training 

the mask detector. 

 

• Import libraries but included seaborn, tensorflow, InceptionV3, train-test-split and confusion-matrix 

• Transfer learning (InceptionV3) model from keras was used with weights = ‘imagenet’, input-shape= (100, 

100, 3) to get the pre-trained model summary as shown in table 2. Table 3 also shows that there are 21,802,784 
of total parameters with 21,768,352 trainable parameters and 34,432 non-trainable parameters. 

• Keras was used to apply flatten, dense, activation, dropout to the final layer with 3 outputs for 3 categories to 

get a total parameter of 21,562,275, trainable parameters of 12,587,011, and non-trainable parameters of 

8,975,264. 

• The model was compiled and data were prepared for training with X.shape = (4072, 100, 100, 3) and Y.shape 

= (4072, 3). 

• Data normalization was done to be X = X / 255 before splitting. 

• The next step trained the dataset for 20 epochs and accuracy on the test set was 94.85%. 

Table 2. InceptionV3 Model 

Model “Inception_V3” 

Layer (type) Output Shape Param # Connected to 

input_2 (InputLayer) [(None, 100, 100, 3)] 0 {} 

conv2d_94 (Conv2D) (None, 49, 49, 32) 864 [‘input_2[0][0]’] 

batch_normalization_94 (BatchNormalization) (None, 49, 49, 32) 96 [‘conv2d_94[0][0]’] 

activation_94 (Activation) (None, 49, 49, 32) 0 [‘batch_normalization_94[0][0]’] 

conv2d_95 (Conv2D) (None, 47, 47, 32) 9216 [‘activation_94[0][0]’] 

Table 3. Model Parameters 

Layer (type) Output Shape Param # Connected to 

Concatenate_3 (Concatenate) [(None, 1, 1, 768)] 0 [‘activation_185[0][0]’, ‘activation_186[0][0]’] 

activation_187 (Activation) (None, 1, 1, 192) 0 [‘batch_normalization_187[0][0]’] 

Mixed10 (Concatenate) (None, 1, 1, 2048) 0 
[‘activation_179[0][0]’, ‘mixed9_1[0][0]’, 

‘concatenate_3[0][0]’, ‘activation_187[0][0]’] 

Total params: 21,802,784 

Trainable params: 21,768,352 

Non-trainable params: 34,432 

 

• The loss and accuracy were plotted as depicted in Fig. 7 and the model was saved 

 

 

Fig.7. Model Accuracy and Loss 

• Then finally, the true and predicted label was plotted as illustrated in Fig. 8.
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Fig.8. True and Predicted Label 

5.3.  Facemask Detection in Real-Time 

In detecting the three classes in real-time, the model was loaded, and the detection from the webcam using 

Haarcascade from OpenCV gave an average of 16 FPS, but there was a bit of inaccuracy with the classifier in struggling 

to detect masked faces. When MTCNN was used to detect faces and classify the three classes, it performed well in 

detecting faces in the class categories, but it has an FPS of about 1.4, which is very low for crowded places that require 

fast quick checking of people. 

Finally, for YOLOv4, the FPS was about 40 with the fact that it performed faster and detected quickly through the 

frames than Haarcascade and MTCNN. Because it detects faster and accurately with good FPS, YOLOv4 was then 

chosen to compare the iOU and mAP of dataset1 and dataset2. 

5.4.  Balance and Unbalanced Datasets 

Because dataset1 has been labeled, in order to compare dataset1 and dataset2 to get better results, dataset2 was 

cleaned by labeling the data and the bounding boxes. The bounding boxes and the classes are labeled using the 

method in [66]. The COCO dataset’s pre-trained weights were employed for transfer learning in data modeling. 
And the hyperparameter tuning was done in the configuration file with a few changes such as. 

 

• Batches subdivision to determine the parallel images processed 

• Mosaic to curb over-reliance on vital features 

• Blur was applied randomly at the average time 

• Height and width to increase and improve resolution size 

• Jitter for aspect ratio and to change images randomly 

• Changes to hue and saturation 

 

The model was trained to show the difference between balanced and unbalanced datasets. The mean average 

precision (mAP) and intersection over union (IOU) were utilized as a comparative metric. The result is shown in Fig. 9 
and 10, with negl igible difference between both datasets. 

A.  IoU and mAP  

IoU is a measure of accuracy used for tightness of bounding box mainly used when gathering annotations for 

humans. In contrast, mAP is used for evaluating the detection of an object’s accuracy from a model. IoU and mAP are 

related inversely. High IoU leads to a decrease in mAP, as depicted in Fig. 11. IoU iteration was taken as 0.25, 0.50, 

0.75 and 0.90. Table 4 shows the result for IoU in relation to mAP for the two datasets, and it can be concluded that IoU 

= 0.95 gave mAP of 98.65 for dataset1 (Unbalance) while for dataset2, mAP was 98.19. Also, for IoU = 0.90, mAP for 

dataset1 is 8.88 while dataset2 has 13.27 mAP. It can be deduced that to set high IoU, there is a need to have a very 

high accurate bounding box, just like in Fig. 11 with excellent score for IoU = 0.9264. 

 

 

Fig.9. Dataset1 training
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Fig.10. Dataset2 training 

 

Fig.11. IoU Bounding [67] 

Table 4. IoU and mAP Evaluation 

Dataset 1 (Unbalance Dataset)  Dataset 2 (Balance Dataset) 

IoU= 0.25, mAP = 98.65  IoU= 0.25, mAP = 98.19 

 TP FP AP   TP FP AP 

with_mask 754 48 99.26  with_mask 752 44 99.34 

No_mask 151 28 98.89  No_mask 146 18 97.97 

Incorrect_mask wear 39 1 97.8  Incorrect_mask wear 44 3 97.25 

 

IoU= 0.90, mAP = 8.88  IoU = 0.90, mAP = 13.27 

with_mask 195 607 12.99  with_mask 208 588 15.62 

No_mask 23 156 6.27  No_mask 36 128 12.63 

Incorrect_mask wear 7 33 7.39  Incorrect_mask_wear 13 34 11.55 

B.  Visualizations  

Fig. 12 and 13 displays a visual from the model’s output where dataset2 performed better than dataset1 

because of its balanced dataset classification. For Fig. 12, dataset1 classify two labels to a face as not wearing a mask 

and incorrectly wearing a mask, while Fig. 13 clearly classified and labeled that the face was incorrectly wearing a 

mask. 

 

   
Fig.12. Dataset1 Visual Result
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Fig.13. Dataset2 Visual Result 

6.  Conclusion and Future Work 

The Covid-19 era has changed our lifestyle to adopt wearing the facemask as a preventive measure to being 

infected by the virus. Most facemask detection techniques have been implemented with two classes to know who is 
wearing the facemask or not. However, the aim of wearing a facemask might be defeated if droplets can still be 

transmitted while wearing the mask incorrectly. This paper compares three object detection approaches (Haar-cascade, 

MTCNN, and YOLOv4) to detect and classify faces by considering three classes and labels of who is wearing a 

facemask, not wearing a facemask, and incorrectly wearing a facemask. The three approaches  were to achieve the best 

FPS as real-time facemask detection in crowded places has to do with how fast and quick plus the number of 

people the model can detect in every second. This paper has two datasets, with dataset1 being an unbalanced 

dataset and dataset2 being a balanced dataset with an equal number of classes. FPS was checked using the three 

approaches, and YOLOv4 outperforms Haar and MTCNN.  In order to gain more insights from this paper, IoU and 

mAP were used as a yardstick to compare the two datasets, and Dataset2 performs better than dataset1 in terms 

of accurate facemask classification. 

One of the limitations in this work is the need to have more accurate bounding boxes so as to set high IoU to 
achieve a more robust result which is an avenue for future work in facemask detection. And also, future work plan to 

build a real-life system that would use real life datasets from social media (Instagram) or live video, and also after 

facemask detection, victims can get emails or text messages to inform them that they are not wearing the mask properly. 
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