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Abstract—In this paper, authors have propos$ed novel the classicalapproach. But in this approach (especially,
techniques for occhion detection and then localization for automatic human face recognition) owns some
of the occluded section from given3D face imagdf  challenging tasks to researchers for the robustness of the
occlusion is presentor both ofthesemethodsat first,  algorithm to recognize the faces ian uncontrolled
the 2.5D or range face images are created from input 3&nvironment.

face images. Thefor detecting the occluded faceasvo The expression, illumination and pose variations,
approaches have been followedmely: block based and different types of occlusions, face deformation due to age
threshold based. These two methods have beare some of the well known challenging tasks for
investigated indivdually on Bosphorus database forautomatic face recognition. But & studied that, among
localization of occluded portionBosphorus database available devices for face image acquisition, namely: 2D
consists of different types of occlusions, which hbgen optical camera, thermal camera, video recorder, 3D
considered during our research wotk. 2D and 3D sensors. Thermal and 3D face images are free from
images are compared the8D images provide more illumination [1] variation. The expressions can also be
reliable,acairate,valid information within digitized data. handled with effectie algorithm. The rotated faces along
In case of 2D images each point, named as pixel, {gaw, pitch and roll are now easily be registered by
represented by a single value. One byte for gray scale aasglailable different face registration mechanisms [3].[1
three byte for color images in a 2D grid whereas in casBut handlingof occlusion during automation of security
of 3D, there is no concept of 2D gridaéh point is purpose ivery complicated task for scientists. Bto the
represented by three values, namely X, Y an@ B.e ‘ @&t¢lusions some portionsof the face surface become
value in XY plane does not contain the reflected lightinaccessible and thus very less information is available
energy |li ke 2D images. T hfer prbcassingay thesalgarithnasclrefigise 1dsempetohthed a t ¢
included i n Z' s thresholdtor catefft basedT dc@uded 2D visual (or optical) face images from
technique can dect theoccluded faces with the accuracy Bosphorus [Bdatabase are stwn.

91.79% and second approach ildock based approach

can successfully detect tkame with the success rate of

99.71%. The accuracy of the proposedocclusion

detection scheménas beenmeasured as a qualitative

paraneter based on subjective fidelity criteria. ‘

Fig.1. Different types of occlusiorfeom Bosphorus database

Index Terms—3D image, 2.5D image, Bosphorus

databa§§, Occlusion detection, Range image, Face s
recognition .,E?o g;
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|. INTRODUCTION —~ )
) ) ) (a) Approaches of disguise (b) A typlcal_ approach for face
Nowadays every single person is very much conscious disguise

about their own security, and & very much reflected in Fig.2. Approaches used in disguise

our daily life. From ATM to automatic door ogag and

daily attendance, criminal identification, etc. are done Occlusions are different from anothieénd of similar
through either by classical way or by biometric baseahallenges for face recognitidike, disguise. Disguise
approaches. Classicalmethod are having many might be considered as a superset of occlusions. Human
drawbacks includinglifficulties to remember username disguise (espmally, human face) himself/herself
and passwordBut thosecan bestolenor even duplicated intentionally to hide from the surroundings or to make a
very easily. On the other hand, biometric based methodseparate representatitm the society whereas occlusion
have many advantages such as no headache abouwty be due to intention or by natural. A human face can
stealing snooping or memorizing. It also possessede disguised by different approaches. Variatibrhair
uniquenes  property. Hence, biometric basedstyle, hat or cap, combination of hat and glass,
authentication system becomes inevitable compared tmmbination of glass, mustaches, beards and cap are
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Depth based Occlusion Detection and Localization from 3D Face Image 21

some examples to disguise human face. In figure 2, sonvalues are used to representaaseries of points along
of the combinations have been describeénce it is three axes (X, Y and Zjtoredin threeindividual sets.
evident thathe disguise hides somacial data, but not as Due to the acquisition procedure [1], 3D imagesetav
much as occlkiondoes inherent property thathose arefree from illumination
Occlusion means images are not clear due to somariation. The light source (whether a laser scanner or
obstacles. Again, occlusion during face image agifjoin ~ strudured light) used for capturing the face images are
can also be made intentionally or accidentally or even it s e f u | to measure the depth
may be caused naturally. Face surface suppressed light source does not play any role during depth
hand is assumed to be intentionally occludéd the measurement. Thus, depth values are more valuable for
contrary some unwanted object confesm surroundings automation of face recognition. This stubgs inspired
between image acquisition systeand face. Surveillance the authors to design and develop a depth based occlusion
cameras especially, CCTV footage based persodetection methodology for 3D face images.
identification systems suffedhe mostfrom this type of The paper has been organized as follows. In section 2,
challenge. Now, due to various custas well as human a literature survey is done. Section 3 is used for the
nature, occlusions play a crucial role during automatiomnlescription of the proposed algbm. In section 4,
of face recogrion. Wearing glass, having facial hair experimental results have been discussed. Conclusion and
(like: mustaches, beard, etc.) can be considered as natufiatiure scope are illustrated in section 5.
occlusion. The plastic surgery is another type of
occlusion (or disguise) for face recognition. Reshaping
any facial portion (like: lip, nose etc.) also sas hurdle Il. STATE OF THEART
for recognition of human being using face imadg&sme
of these occlusions are shown in figure 1.
Occlusions can further be grouped into three section

Alessandro Colombo et al.][Bave proposed occlusion
getection methodology from range imagdhey have
: develoed a face model using eigen faces approach for
Bz:?r:e{jll)r/],eﬁ(tarrggcnlttaj:;t(,):]err}gcgglnda&art(llmtljn tt?; %is‘,frdc}f detecting the occluded faces. The distance between
mustaches, etc. By temporal it indicates that spectacle%CdUded face space and face_ model_wﬂSbﬁluentand
hands are the reason for occlusion. But partial occlus:iogve"’lI the presence of occlusions. With this methodology,
0,
mean that some part of the human face is not captur é?/g gccfluded dfat\cgs havle bggnthdetecrt]em fUl\tlDt d
correctly or missingthat has not been restored back 0¢c'Uded Tace database. nl.[6au ors have state
during face regisation apother approach towarqls occlusion detec'tlon. The
With the context of the paper, authors havedlfference between generic face model and input face
investigated, and proposed depth based approaches njspg?e |matg?1e IS |rr]nplem§nt?_?rfgettﬁctlggdthg ?CCIUS'EH'
automation of occlusion detection and localization from" [71, autnors have laentiied the daded faces by
gomparing the input 3D face with a model. The template

2.5D face [1] range images. Occlusion detection is . o

; o : or modes thosehave been derived from the training face
riory step for recognizinthe face imagscorrectly.For )
priory step 9 ) 9 y spaces are neoccluded, frontal andwith a neutral

more robust identification purpasbe occluded faces are . Usi ICP th h ; 4 th
required to be detected first and then ihéessaryo be expression.. Using 1L, authors have periorme €
comparison iraniterative approach. In each iteration, the

Ferggéﬁﬁﬁ)snseglgfgrriﬂrﬁﬁto;aggn fgigorﬁngglzs—pl:}ledusbeyd ¢ oints greater than a selected threshold value are omitted.
consist ofdepth information from face surface but not the h\l/JVs_:&]thetr:)ccluded sep'uon Its |d3nt|f|e_d ankd rerrodved.
reflectedlight (like 2D), which is sampled and quantized It € companson fo domain knowledge —as
during digitization process Thus, surface depth is desc_rlbed earlien th'.s paperauthors have pr oposed wo
preserved better in 3D (or 2.5D) th1an 2D image. algont_hms for detecting the oc_:clusmn. One is block based
The proposed algorithm is basen face depth. &ce technique, and another one is threshold based approach.
. - For detectingpartially occluded facemages no generic
depth values from 3D images are not same as mtens@ée model ?spfolloxed. The deptos 2.E?D$facegimages

values from 2Dimages The intensity values that are have been processed for detegtihe outward sections
captured by any camera for formatiof] pf 2D image or localizing the occludepart an ERFI (Energy Range

are followed by equation 1. Cameras mainly record th S i )
y &d Y ace Image) model is implemented. It is neither an

reflectance characteristic of the seeasr objet (here, the . .

human face), whees scanners are used to measure th(algem‘ace space nor an average face model. It is _used to
face s,u r f acsin 2D sghee X Iplane) dd uPLeserve the depth energy of all frontal range face images
create a 3D face image for any mrticular subject. This model is expression

invariant.

"Oahy Oafo Y i (1)

In this equationjllumination component is(x,y) and lll. PROPOSEDALGORITHM
R(x.y)is the reflectance component (or transmissivity) of The proposed method imsfour steps namely, (i) 3D
any intensity valueOdlw at X-Y plane. These two face image acquisition, (ii) range image creation (iii)
components are determined by illumination source andepth analysis to make final decision for detecting
specification of the human face. On the other hand, depticclusion for3D face images from range images &l
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22 Depth based Occlusion Detection and Localization from 3D Face Image

its localization. depth wvalue (*2Z") ofby2Dach po
vector with XY co-ordinates as its indices. The range

images have been generated by the algorithm proposed
* by S. Ganguly et al. in [1]. Thislgorithm is further

modified by the authors. The points that are not equal to
1000000000.00000Gre only noted down. The same
constraimh has been followed for threeomponents of
each point in thgointclouds collected alonthree axes
namely X, Y and Z. Thus, some unwanted points, non
face regions highlighted in figure 5(a) are excluded in
created 2.5D range face image (shown in figure 5(b)).
Hence, the marked regions frothe visual image are
discarded in range image.

‘ Creation of 2.5D Image ‘

Fig.3. Pipelined structure of proposed algorithm

A. 3D Face Images

The 3D face images are with more information than 2D (a) Visual Image (b) Range Image
face images. The 2D images are fornfieoin 2D vector Fig.5. Created only Rol as range face image
of intensity values with particular image header and
footer. The 3D images consist of metadata about the With this modified algorithm, Rol (Region of Interest)
scanner along with the Z values (i.e. depth values) of the easily extracted. The algorithm is implemented on
object in XY plane. Researchers can develop any kindof and o ml vy sel ect ed mage rfremo n
image r@resentation like, spin imad§], range image [1], Bosphorus database and generated range images are
mesh image [1], triangular mesh, etc. according to theghown in figure 6. Corresponding 2D visual images of
requirement. In figure 4, a typical 3D face image isfigure 6 have also been illustrated in figure 7. The
shown. It & chosen from Frav3D databasé. [8D face description of these images Hasen completed in table 1.
images from Frav3D database are VRML type [1] and
images from Bosphou s dat ab a'sfemagll.e of

The research work for occlusion detection is carried
out on Bosphorus databas®}. [Along with frontal, pose,
expression variations and different occluded face images
also belong in this database. Thus, this dataisasaving
all the challenging issues of face recognition. There are
total 105 subject's 3D face images in the database.
Among them, 60 ardrom the male and remaining5
subjects are of the femal@he face images have been
captured by structured lightcanner (SLS) [1] based
acquisition system.

S

0]

Fig.6. Generated range face images from Bosphonabdse

(a) (b)
(e) ®
The proposed technique is targeted on range images. -

The range images can also be termed as 2.5D inage. 0 @
the range image instead of pid.7 Wigudl facesmages fnomn Bospherus datgbasey a | u e,

Fig.4. A typical 3D face image representation i¥XZ axes

B. 2.5D Image from 3D Image

Copyright © 205 MECS I.J. Image, Graphics and Signal Processi2g15, 5, 20-31
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Table 1 Description of the Face Images

(a) Face Image with ‘occluded eye by hand’

(b) Face Image with ‘occluded by eyeglass’

(c) Face Image with ‘occluded mouth by hand’

(d) Face Image with ‘disgust emotion’

(e)-() Face Image with ‘pose change-lower face
variation.’

(9)-(h) Face Image with ‘pose variation along X-axis’

(i)-¢) Face Image with ‘pose variation along Y-axis’

Occlusion Types: Finger, Spectacles, Hair and Hand |

Fig.8. 2.5D surfaceepresentation of theccluded face images from
Bosphorus database

C. Depth Analysis

Due to the makeup, some face sediomy become
brighter or darker or even skin color melyange Thus,
disguise due to makeup is also a great threat in an
uncontrolled environment. In the presence of 2D thermal
face image, this problem can be solved. In thermal face
recognition process, minutia points are extracted from
blood perfusion datal1D]. Thus, different kinds of
minutia points are extracted and recognized. But, some
make up may also prevent from capturing heat radiation
and thus blood perfusion data will béped outfrom the
face region. But in all #se situations, the depth data
remairs same. The change of face color, skin color during
makeup does not affect the depth values. During the
acquisition process [1], the scanner collects three
different points along X, Y and Z axes, irrespective of
texture informati on. intdame ng
the depth data (as shown in figure 4) used to create range
face image. Thus, disguise problem due to makeup is
automatically discarded during 3D face image based
recognition[16] process.

The depth values of facialidace that are kept in 2.5D ¢ preprocessing
range images are not available from 2D image. Thus, ) ) )
2.5D range face image can significantly uncover the Before implementing the proposed algorithm 25D
facial obtrude section instead of intensity values from 2Dfange face images, all these images have been

It is noticed that, the nose can be detectedhighest

preprocessed by max filter followed by Adaptive median

depth,and it is considered to be the most obtrude sectiofiter. Authors have alsoimplemented median filter
from face image. In figure 9, the most obtrude section iéshown in equation 2with 33 filtering mask. The

localized &nose region from 3D face image.

Fig.9. The nose aan obtrude section

As because of the nose region (especially nose tip) is
the closest point to the scanner it belongs to the olatrude
region of the face. Now, if the face images are occluded
(as shown in figur®) then other than nose region, there
should be another region as obtrude. This, investigation
has inspired authors toegign this depth based occlusion

detection methodologies within face surface.
It is further investigated thaturing face recognition

there is a significant rolef* ma k eu p’ . Her e,
is used to enlist the coloring, blushing, applying fair

outcomes of these filters are shown in figlie

QCriginal Image Filtered Image 3 x 3 mask

‘1 D
@ (b)
'.'

a) After adaptive median b) After median filter
n%&Ak efme% Teer m()

Fig.11. Comparison obutcomes from maxadaptive mediafilter, and

cream, etc. on face images other than plastic surgery. 353 median filters

Sometypical exampls of face makeare illustrated in

figure 10. While the researchers are focused on 2D Max filter (expressed in equati@®) [4] [11] is used to
visible face image based recogpnition, then it becomes aemove the holes from input 2.5D face image. The image

important challenging task.

@) (b) ©

Fig.10. Synthesized examples of typical facial makeup fBwsphorus
database

Copyright © 205 MECS

may contain holes whose depth values are near 0 (zero)
within face region. To discard holes from faces 3 x 3
window is used to obtain maximudepth value from 8
neighbours of the center pixel along with its own. Thus,
the holes with zero depth value will be replaced by its
maximum depth value of its neighbors. After the holes
are removed, authors have again processed these filtered
range face irages using adaptive median filte2][1Thus,
spikes and holes are removed from range face images and

I.J. Image, Graphics and Signal Processi2g15, 5, 20-31
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24 Depth based Occlusion Detection and Localization from 3D Face Image

finally it is smoothed. Final normalized smoothed fieldimages should not belong with spike and holes. Tlngs, t
face image after applying max and adaptive mediaproposed depth values can tmifficient to detect
filtersis shown in figure 12. occlusions rather than detecting it from pixel values.

Ty i AAEAT i 1 Threshold Based Occlusion Detection

f 2
Bit-pane slicing 4] [13] is one of thecrucial technique
MmN i Ag . A (3)  inthe domain of image processing. Ivery muchuseul
to identify which bits aréoldinginformativeinformation
In these equationg, @) is the 3x3 window of the from overall imag_e Authors have implemented this
considered median and max filter atxy) is thearea of ~Method for analyzing depth values from range face
the original range face image @ fdefined by the images. It is noticed that, due to the variations of

window. surface’s depth, uveofromesgepondi n
images also varies. The outconoé bit-plane slicing
technique from occludedas well as neutral range face
images (i.e. frontal nenccluded)are illustrated in figure
14 and 15.

Fig.12. Filtered range face image

Adaptive median filter 4] has several advantages.
Adaptive median filter is also capatitefilter out bipolar
and unipolar impulse noise Thus, spikese also

13

fails to do.So, during the research work authors have (e)rzrom Sth (f) From 6th (9) From 7th  (h) From 8th
chosen adaptive median filter over median filter. A 3X3 Bit Bit Bit Bit
window based median filtedéscribed in equation 3) is Fig.14. Bitplane sliced occluded range faceaiyes

also developed to compare the performances of the

figure 11. During this research work, authors hav
designed the adaptive median filter with a fixed size 3
and then fter mask size is gradually increased to 56
7X7 and 9>9.

(c) From ¥
Bit

@@B ey

and another one is ‘Dbl oc Hal

approachesthe main focused area is to distinguish theg) r@Bn () From 6"Bit  (g) From " (h) From &'

obtrude sections. It is investigated that, if the face is Bit Bit

occluded, then there must be more than obtudes Fig.15. Bit-plane sliced neutral range face images

section (other than nose area). In figure 13, the obtrude

sections from neutral and occluded face iesagre From the bitplane slicedmages, it is investigated that

shown. in7"bitpl ane slice there is alwa
or ‘obtrude sect i eplane oftno-mpar ed

9 Occlusion Detection

During the occlusion detection phase, authors hav
proposed two different me

occluded range face image. As because the range images
have been prprocessed, there should not be any noise.
Then the outward components can be detected using
depth neighborhood (either by 4 or 8 neighborhoods)
connectivity.

Thus, for investigation ppose, authors have
impleme nt ed and a p pleveletidbesh@d s u’ s
method [H4] to depth values of ra
algorithm is iterative in nature, and it is also an

Fig.13. Description of obtrude section unsupervised techniqud][[14]. At the threshold level 7,
the two components @adequately identified, whereas, at
Due to the preprocessing stage, the normalized facesame threshold level, neutral range face images (i.e. non

(a) Neural frontal face image (b) Occludéd face image

Copyright © 205 MECS I.J. Image, Graphics and Signal Processi2g15, 5, 20-31



Depth based Occlusion Detection and Localization from 3D Face Image 25

occluded) are having only one single obtrude section. Iholes due to lack of depth values during irregular 3D
figure 16, this study has been illustrated. scanning may lead toeduceddetection of the facial
occlusion that will cause failuref face recognition. To
introduce such challenges, authors have manually
impured the range images by holes. Thus, from
synthesized range face images more than one (for non
occluded face) or two (for occluded face) components are
detected as shown in figrd 7.

(i) Pre (ii) Detected (i) (iv) Isolated The “cut mechanism is also
processed  two obtrude  Corresponding facial each iterationthe number of white pixels (the foreground)
image section boundary component |  from each component is counted. Then, a threshold value

(a) From occluded face ST is used to detecihthd hese
images taken fromsyntheized dataset. The regions
which satisfy this criterion are filled with a black pixel

(the background). The remaining regions are used to
detect the occluded faces.

) Pre Sit) E;etectetd c (iii ding V) Isolated The faces that are having two componesftdogical
processed e oo og:)eusnp(f;ymg olcial | images as obtrude sectionith high cepth densityare
image P detected as occluded 3D face images from 2.5D images.

(b) From noroccluded face

. o . 1 Block Based Occlusion Detection
Fig.16. Examinatiorof the algorithm

During depth value analysis phasethors have noted
For robustness, a cCut mRat dbtutlel séctibns niust hadel iyt depthndensity ptiger a t €
for localizing the components. The Wtp2.5D range than any other facial surface. It isalinvestigated that,
image is the source, and isolated regions are the finfdr nonoccluded faces only have nose region as an
outcomeof the proposed methodology for detecting theoutward part whereas for occluded faces as shown in
occlusion. In figure 17, a schematic diagram of thdigure 1, there must be more than one noticeable depth
implemented cut mechanism is described. density. In figure 18, this outcome has been represented.

2.5D Range Image 2.5D Range Image -
ﬁ (a) From Occluded 2.5D face image

Binary image before cut
mechanism Binary image before cut

| I mechanism

Normalized image after cut i i
mechanism Normalized image aftesut (b) From neutral (nowccluded) 2.5D face image

U mechanism

Facial obtrude section

Fig. 18. Analyzed depth density from 2.5D images

In this methodology, two blocks ofize of 3x3 and
55 are rolledover 2.5 D face images ia row-major
order [15]. Thus, the depth values from 2.5D image under
these windows are counted. With this mechanism, the
Facial obtrude sections outward facial regions are identified, and occluded faces

Figl7. Outcome of the propos @&k dejected.méhen fage dmages with more than one
outward region have been detettes occluded faces. For

Normalization is theprefinal step after which the more validation purpose, two different blocks have been
decision & occluded face will be takenDuring this  considered for this research work.
image normalization stephe noiss or unwanted regions  There are certain advantages of this eapph over
are omitted. The presence of enormous impulse noisthreshold techniquelhis methodis useful if the spikes

Copyright © 205 MECS I.J. Image, Graphics and Signal Processi2g15, 5, 20-31



26 Depth based Occlusion Detection and Localization from 3D Face Image

are removed using the mediaitefr instead of adaptive expressions. These 30 range face images have been used
median filter. Like previouprocedue, there is no need to create ERFI model for that subject to localize occluded
for selection of any cut or threshold value for occlusiorsection from face surface. Following the occlusion
detection. There will be no normalization phase duringletection and ERFI model development, the absolute
occlusion. Thus, the time complexity of this procesdifference between ERFI model aimput occluded range
would ke lesscompared tathe previousapproach. face image is computadingequation 4.

But, due to the presence afvastnumberof spikes

and holes, this algorithm may not be useful. Moreover, $ 8 9s 4

the variationsin block size are also tested for the

robustness of this algorithm. The outcome of detected In this equation8 is the ERFI model andl is the
obtrude sections using block based method from ranggcluded range face image. Absolute differences that
face images is shown in figure 19. have bem estimatedrom two range images are used to
carry out in a rowmajor order. Following this procedure,
global maximum differences from face surfaeee
localized as occluded section. The localizeait of a
randomly selected subject from the datasethmwn in
table 2.

Table 2 Localized Occluded Section

Input range face image Localized occlusion

(a) Occluded 2.5D face image

(b) 2.5D face image with expression (poccluded)

Figl9.0ut come of the proposed ‘bl oclk ch

D. Occlusion Localization

During the localization of occlusion, an ERFI model
[16] from each subject is developed by the authors. This
model actually preserves all the depth energies from the The basic arget of these proposed algorithms is to
frontal posedange face image. It is an expression as wellietect the obtrude components for both the occlusion
as illumination invariant. The ERFI model of the subjectdetection and localization. These components are the
shown in figure 11 is illustrated in figure 12. most outward sections, like nose or occluded area by
glass, hand or hair. The faces with two outward or

> obtrude regions have been detected as occluded face
‘ images. The dataset that has been considered is having
facial hair like beard, along with different types of

occlusion, like spectacles, mustache, beagtt. as
discussed in figure 8. This is a challengingktgor
occlusion detection.

During the investigation phase, the proposed
methodologies have been tested in a variety of directions.
First, two datasets have been created from the original
Bosphorus database. The first dataset contains all the
frontal nonroccluded (expression invariant) along with
occluded face images. Another dataset consists of only
occluded face images where variations of occlusion are
considered. In these datasets, two different approaches
have been experimented. In first process, pegdo
(a)Frontal range face images (b) ERFI model threshold technique is implemented. During second

Fig.20. ERFI model from randomly selected subject from database measurement, blocks of size 3X3 and 5% are

implemented. The reason for splitting the original

The randomly selected subject from Bosphorusiatasets into two sukets is to highlight the robustness of
database consists of 48 different pose and expressitite proposed scheme. From the first datadetthe
variant 3D face images. Among them, approximately 3@lgorithm detects the occluded regions frootluded as
face images are of frontal posed with vaoat of well as nonoccluded faces then it would not be very

IV. EXPERIMENTAL RESULTSAND DISCUSSIONS

Copyright © 205 MECS I.J. Image, Graphics and Signal Processi2g15, 5, 20-31



Depth based Occlusion Detection and Localization from 3D Face Image 27

much effective as aimed, whereas, if the detectiodetected as occluded. Therefore, the performance rate that
algorithm is able to detect all the occluded faces fronmas been described is fully based on whetie occluded
second dataset then the algoritlerdefinitelytherobust  faces have been successfully detected or not.
one

In table 3 and 4 the detected occluded face images -
using threshold technique as well as block based * ",
approach of randomly selected subjects from the database 5, |
are reported. Hence, detection and thereafter localization e -
of occluson is done from a set of natcluded as well as :ﬂ )
occluded range face images to describe the efficiency of ;.
the algorithm. 20

In this experimental section, two subjects have been
demonstrated for discussio _
[facial actions] us® én ahbreviated term of oclsonDetecton(®)
‘“Randomly Sel(ek ore2d withs wabouse ¢ t
facial actions Here, outcome of proposed methodologies
have been described for two subjects from the database.
The success rate of automatic occlusion detection is

B Only occlude dataset
Threshold approach

W Frontal + occlude dataset
Threshold approach

Onlyocclude dataset
Block based technique

B Frontal + occlude dataset
Block based technique

u Block based technique Blocksize 323
Only occlude dataset

Block based technigue Block size 5x5
Frontal + occlude dataset

es ‘' RSS

Fig.21. Comparative study of the proposed algorithms

Table 6. Rating scale of the occlusion detection study

compared withmanually detected occluded face imageq.  Subjective Description
The measurement of successful detection of occludggd__Evaluation
range face images from Bosphorus database is descrilpeccluded Detected | The face 'SJCCLUdedg”td 'tthgs successfully
H - : A een aetecte
in table S. The. comparson of these result sets is alge Occluded Not The face is occluded but not detected
represented in figure 21. detected
Non Occluded The face is nodccludedand it has
Table 5. Performance of the Proposed Methodology Detected successfully been detected
Success rate of occlusion Non OccludeeNot The faces not occluded but detected as
detected luded
Proposed method detection (%) — Sitlslels
Only occlude Frontal + ] ) )
dataset occlude In figure 22, the localized occlusion on face surface by
dataset the proposed algorithm is represented. After occluded
Threshold g?pfsa‘?h — 82.85 91.79 faces are detected then the accomplished occlusion
ock size At ; 0
Block based 9143 . localization rate from face surface is 95%.
technique Block size 56
91.43 99.71

This analysis has been pegved by qualifying the
output by subjective fidelity criteria [ For this

investigation, 18 voloteers have been involved. The
rating scale has been shown in table 6. Here, 4 subjective

evaluation such as {Occlude®etected; Occluded\Not
detected;Non Occluded Detected; Non Occluded\ot

detected} is carried out. Due to the efficiency of the
proposed algorithm, the non occluded faces have not been

Fig.22. Localized occluded section from face surface

Table3. Some Experimented Outcomes of the Threshold Based Technique

2D visual image

2.5 D image from 3D

Pre-processed Image

Isolated components

Normalized
images

Remarks

Outcome from non-occluded 2.5D face images

RSS 1: Anger

RSS 1: Lower face
action

r

Face is not occluett
detected

Face is not occluded
detected
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&

Face is not adduded
detected

"

RSS 1: Happy

Face is not occluded
detected

&

Face is nobccluded
detected

&

RSS 2: Lower face action

Face is not occluded
detected

seee
»lofel. [

g

RSS 2: Lower face action

Face is not occluded
detected

:

RSS 2: Lower face action

Outcome from occluded 2.5D face images

Face is occludedetected

&
-

®

RSS 2: Eye Occluded

Face is occludedot
detected

&

RSS 2: Glass occluded

Face is occludedetected

.

RSS 2: Hair Occluded

Face is occludedot
detected

«

RSS 2: Mouth Occluded

Face is occludedetected

.

RSS 1: Eye Occluded

Face is occludedot
detected

QI Oa

O
vl
s
[~ |
.

4
- [* [l

RSS 1: Glass Occluded
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Face is occludedot
detected

-

RSS 1: Mouth Occluded

Table 4. Some Experimentau€@omes of the Block Based Approach

2D visual image 2.5 D image from 3D | Pre-processed Image Detected outward Remarks
components
Outcome from non-occluded 2.5D face images

Face $ not occludedietected

6]

RSS 1: Anger

Face is not occludedetected

=

RSS 1: Lower face actio

Face is not occludedetected

"

RSS 1: Happy

Face is not occludedetected

=

RSS 2: Sad

Face is not occludedetected

-

4
o
o
9]

L

RSS 2: Lower face actior|

Face is not occludedetected

g

RSS 2: Lower face actior

Face is not occludedetected

=

RSS 2: Lower face actior

Face is occludedetected

.

RSS 2: Eye ©cluded
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RSS 2: Glass Occluded

RSS 2: Hair Occluded
RSS 2: Mouth Occluded

RSS 1: Eye Occluded

RSS 1: Glass Occluded

9]
2
&
3|

RSS 1: Mouth Occluded

Aok AED

Face is occludedot detected

Face is occludedetected

Face is occludedetected

Face is occludedetected

Face is occludedot detected

Face is occludedetected

Jadavpur University, India for providing theecessary

V. CONCLUSIONSAND FUTURE SCOPE

Considering only face recognition term issanple
challenge for biometric application. But for the robust
performance in theunconstrainedenvironment it is [1]
required to consider many situations including variations
of pose, expression, illumination and occlusion.

In this paper, authors havproposedsome novel
techniques for detecting the occluded faces and then
localizing the occluded section among input range face
images. It is @rucialtask towards high performancecéa 2]
recognition purpose Thus, not only frontal range face
images but also occluded face can be considered for
robust face recognition purpose. Now, authors are
working to reconstruct the facial surfafiee. to rereate
the depth values inlocalized occluced sectiony for  [3l
automatic recognitioneason.

With a set of advantages®s described earlier, the [41
proposed algorithms are nabpableof detecting the
occluded face witlspectacles. 5]
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