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Abstract: Agriculture is a big sector in nations like India, and it provides a living for many people. To improve crop productivity, it’s very necessary to identify and classify plant diseases and prevent them from spreading further so that they do not affect the whole plant. Artificial intelligence (AI) and computer vision can help detect plant diseases that humans cannot always catch and overcome the shortcomings of continuous human monitoring. In this article, we aim to detect and classify diseases in tomato and apple leaves using deep learning approaches and compare the results between different models. Because tomatoes and apples are important components of the human diet, crop waste can result in losses for both farmers and ordinary people. These plant diseases have an immediate and negative impact on both the amount and quality of yield. Crop diseases must be identified and prevented as soon as possible to improve crop yield. Therefore, we need to monitor and analyze the growth stages of the plants so that the farmers can produce disease-free and with minimal losses to the crop. Furthermore, we used the sequential convolutional neural network (CNN) model followed by transfer learning models like VGG19, Resnet152V2, Inception V3, and MobileNet and compared the models based on accuracy. The performance of the models was evaluated using various factors such as dropout, batch size, and the number of epochs. For both, the datasets, the tomato, and apple MobileNet architecture performed better than the other existing models.

Index Terms: Convolution Neural Networks, Transfer Learning, classification, disease

1. Introduction

The automated detection of plant diseases from plant leaves is a significant achievement in the agricultural sector. Plant diseases are a global hazard to food security, but they may be particularly dangerous for small-scale farmers who rely on healthy crops to make a living. Climate change, pollinator reductions, plant diseases, and other factors that continue to affect food security have a negative impact on plant leaves. However, agriculturists and pathologists may be unable to recognize symptoms in plants by looking at diseased leaves due to the extensive production of numerous agricultural crops. Farmers in rural areas may be required to travel a great distance to see an expert, which consumes time and money, these are the drawbacks of existing traditional approaches. Additionally, professional supervision is required. The need to study width and depth is illustrated by the fact that recent technological developments have allowed Deep Learning Networks and their related applications to evolve and effectively address challenging tasks.
like object recognition and image detection. The networks perform better when they take a wider and deeper approach. Smartphones in particular provide novel methods to assist in disease identification because of their powerful computers, sharp displays, and extensive built-in accessory sets, such as advanced high-definition (HD) cameras. Disease detection has become more accurate because of deep learning network advancements and rising smartphone usage based on automated image recognition is now technically possible for farmers. This study aims to characterize and identify illnesses that affect tomato and apple plant growth. One of the most widely grown crops in the world, tomato production has been steadily rising over time. Apples are a pricey fruit, so early disease diagnosis is critical to increasing productivity and avoiding significant losses. So, detecting plant diseases early and accurately enhances agricultural productivity and quality. As a result, the high throughput and accuracy of automated computing systems for the identification and diagnosis of plant diseases benefit farmers and agronomists.

This article addresses the study of plant disease detection and classification based on different neural networks and a comparison of different neural networks used for tomato and apple plant leaf diseases. The different models of deep learning used are CNN and its architectures, VGG19, and transfer learning approaches like InceptionV3, MobileNet, and ResNet512V2.

2. Literature Review

In-plant leaf disease diagnosis and image recognition deep learning algorithms are often employed to reliably identify diseased leaves, which is an exciting field of research. Plant diseases can cause significant crop losses at any moment. So, to address this problem there are so many methods are proposed. Still, some methods are not giving better classification accuracy results.

Hassan et al. [1] suggested CNN models for identifying and detecting plant disease from the leaves. They made use of information from 14 different plant species, 38 different categories of diseases, and unharmed plant leaves. They used CNN models like InceptionV3 [6], InceptionResNetV2 [7], MobileNetV2, and EfficientNetB0 for classification. They evaluated color, grayscale, and segmentation photos after dividing the dataset into train and test data in various ratios. The performance of the models was evaluated using several parameters like batch size, dropout, and epoch count. Using InceptionV3, InceptionResNetV2, MobileNetV2, and EfficientNetB0, they were able to attain disease classification accuracy rates of 98.42 percent, 99.11 percent, 97.02 percent, and 99.56 percent, respectively. The peanut dataset was utilized by Qi et al [2] for disease classification and detection. The author used machine learning models like Support Vector Machine, Random Forest, and Logistic Regression in addition to deep learning models like VGG16, DenseNet121, AlexNet, ResNet50, and InceptionV3 for identification. He also tested deep-learning models with and without data augmentation and found that when employing data augmentation with a stacking ensemble, the deep-learning models performed better. The accuracy of a residual network with 50 layers (ResNet50) after ensemble by logistic regression was 97.59 percent, whereas the F1 score of a dense convolutional network with 121 layers (DenseNet121) was 90.50 percent. Following the logistic regression ensemble, the deep learning model utilized in this experiment's F1 score improved the most. ResNet50 and DenseNet121, two deep learning networks with more network layers, outperformed other deep learning networks in this experiment. Trivedi et al. [3] used a Convolutional Neural Network to identify and classify tomato illnesses (CNN). Preprocessing the incoming images was their first step, followed by the original image segmentation of the desired region. Second, the images are subjected to several CNN hyper-parameters. CNN also pulls borders, color, and texture from photographs. The outcomes show that 98.49% of the predictions made by the suggested model are correct. G. Geetha [4] used four phases to diagnose illness in tomatoes. The four steps include pre-processing, leaf segmentation, feature extraction, and classification. They started with pre-processing to lower the noise, and then they employed image segmentation to separate the leaf's impacted or damaged parts. They used the k-nearest neighbors (KNN) method, a complex machine-learning algorithm that is directed, supervised, and used to solve both classification and regression issues.

3. Methodologies

In computer vision and image categorization right now, deep learning is a popular issue. To improve classification and prediction accuracy, it builds a multilayer neural network, feeds it a large amount of label data, and then extracts the feature representation from the data.

3.1 Convolutional Neural Network

Deep neural networks can be used to carry out tasks like image identification, classification, and object detection. One such type of deep neural network is the convolutional neural network (CNN or ConvNet) (Parekh) [5]. "Image classification is the process of identifying the class or group of classes that best describes an input image. In CNN, we use a picture as an input, prioritize the image's many elements, and be able to tell one element from another. CNN requires significantly less pre-processing than other classification techniques. As shown in Fig.1, a CNN typically consists of three layers: a convolutional layer, a pooling layer, and a fully connected layer."
**Convolution:** The main goal of convolution is to extract features from the input, such as edges, colors, and corners. The network begins to recognize more complex elements like shapes, digits, and facial regions as we learn more about them. This layer performs a dot product between two matrices: the limited section of the image and the set of learnable parameters (sometimes referred to as the filter or kernel).

**Pooling:** The main objective of this layer is to reduce the amount of computing power needed to process the data. By requiring fewer computers processing power to process the data, this is accomplished. It is accomplished by further reducing the highlighted matrix's dimensions. In this layer, we want to extract the most important features from a limited area of the neighborhood.

**Fully connected layer:** We will flatten our input image into a single column vector after converting it to a format appropriate for our multi-level fully linked architecture. Each training cycle transmits the flattened output to a feed-forward neural network using backpropagation. The model can classify and distinguish between dominant and specific low-level features in images throughout several epochs.

Table 1. Hyperparameters of the CNN model

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of Convolution Layer</td>
<td>4</td>
</tr>
<tr>
<td>No. of Max Polling Layer</td>
<td>4</td>
</tr>
<tr>
<td>Dropout Rate</td>
<td>0.4, 0.3</td>
</tr>
<tr>
<td>Activation Function</td>
<td>Relu</td>
</tr>
<tr>
<td>Learning Rates</td>
<td>0.001</td>
</tr>
<tr>
<td>Epoch</td>
<td>30</td>
</tr>
<tr>
<td>Batch Size</td>
<td>32</td>
</tr>
</tbody>
</table>

Transfer learning in deep learning is the usage of a network that has already been trained on a new task. Because it enables the network to be trained with little input while maintaining high accuracy, transfer learning is a common deep learning technique. A machine generalizes to a new task using information from a previous one. In transfer learning, the learned network's final few layers are swapped out for new ones, including a fully connected layer and a SoftMax classification layer, which frequently has many classes in our article. Different dropout rates, learning rates, and batch sizes were used to test each model. The input size used is 224 * 224.

**3.2 VGG19**

Fig. 2. VGG19 Architecture
The VGG convolutional neural network model was introduced in 2014 by Oxford University. When it was initially published, this idea quickly became well-liked because of how straightforward and practical it was. VGG19 [8,14] is a sophisticated CNN with layers that have already undergone training, and it has a thorough understanding of how to characterize an image's form, color, and structure. VGG19 has been trained on millions of images with challenging classification tasks and consists of 19 layers, including 16 convolutional layers, 3 fully connected layers, 5 MaxPool layers, and 1 SoftMax layer as shown in Fig.2. Instead of continuing to train VGG19 for my project, I froze its layers and added a thin 2-layer network on top to finish my categorization.

3.3 Inception-V3

The GoogLeNet framework is credited with first introducing the concept of "Inception." InceptionV3 improves model performance by creating a network that balances depth and breadth, as opposed to stacking network depth to do so. A convolutional neural network design from the Inception family called Inception-v3 carries label information down the network using Label Smoothing, Factorized $7 \times 7$ convolutions, and an additional classifier. The network's first two layers are a common convolutional layer and a max-pooling layer, which are followed by a stack of Inception modules with different topologies. Sizes of the convolutions range from $1 \times 1$, $3 \times 3$, and $5 \times 5$. A $3 \times 3$ pooling layer is also present. The model benefits from using Inception modules by conserving a significant number of parameters, decreasing overfitting, and enhancing feature diversity. The network training process is easier as shown in Fig.3.

![Inception V3 architecture](image)

3.4 Mobile NET

![Working of MobileNet](image)
A very portable neural network is the Mobile Net [9-13,15]. This model has already undergone training. The depth-wise convolution method for Mobile Nets adds a single filter to each input channel as shown in Fig.4. The outputs of the depth wise convolution are then combined using the pointwise convolution as an 11 convolution. A conventional convolution filter produces a new set of outputs by integrating inputs in one step. The depth-wise separable convolution separates this into two layers, one for filtering and the other for combining. This factorization lowers the parameter while also reducing computation and model size.

3.5 ResNet152V2

He Kaiming proposed the residual network, a deep convolutional network. The precision of optimization improves as the network depth grows. Its main goal is to prevent gradient degradation brought on by increased network depth. Network performance can be enhanced by merely increasing network depth. By stacking the leftover blocks, the residual network is created. Identity blocks and convolution blocks are the two modules found in the remaining blocks. The identity block has the same input and output dimensions. Numerous identifying blocks can thus be joined as a result. The convolution block's function is to alter the feature vector's dimension because its input and output dimensions are dissimilar. Using a 33-size convolution kernel, the residual network converts the input image into a small but deep-feature map. The dimension of the output features increases as the network's depth increases, and the network learns more complex information.

Table 2. Comparison among different transfer learning models regarding depth and parameter size.

<table>
<thead>
<tr>
<th>Model</th>
<th>Depth</th>
<th>Parameters (in million)</th>
<th>Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGG19</td>
<td>19</td>
<td>143.7</td>
<td>549 MB</td>
</tr>
<tr>
<td>Inception V3</td>
<td>189</td>
<td>23.9</td>
<td>92 MB</td>
</tr>
<tr>
<td>MobileNet</td>
<td>55</td>
<td>4.3</td>
<td>16 MB</td>
</tr>
<tr>
<td>ResNet152V2</td>
<td>307</td>
<td>60.4</td>
<td>232 MB</td>
</tr>
</tbody>
</table>

4. Datasets

We used the Tomato Leaf and Apple Leaf datasets as shown in Fig.5 and in Fig.6 respectively from the Kaggle website for this investigation. The validation dataset has 4304 healthy and unhealthy photos split into 10 types of tomato leaves, whereas the training dataset contains 18345 healthy and diseased leaf images. The apple dataset is organized into four categories and comprises 2716 training data and 484 validation data.

Fig. 5. Visualization of Tomato dataset
5. Results and Discussions

The existing models and their architectures that were compared in this section are intended to aid in the identification and classification of tomato and apple leaf diseases in the agricultural sector. As a result, transfer learning approaches and CNN architectures are used to demonstrate the models' efficiency and sustainability. The preprocessed images were converted into NumPy arrays, and the transfer learning technique utilized in this study was used to retrain the pre-trained model with project-specific data, including enhanced images on the training set. Then, this was used to classify previously unknown data. A strong model that makes the best predictions was developed after testing different epochs, batch sizes, and learning rates. We created a four-layer CNN model from scratch and trained it for 30 epochs. The training accuracy for the tomato and apple plant leaves was 96% and 98.36%, respectively, suggesting that CNN models could benefit. The CNN model was quite accurate, although it required a long time to train the model compared to the transfer learning approaches.

Table 3. Accuracy comparison of all the models for the tomato dataset.

<table>
<thead>
<tr>
<th>Models</th>
<th>Tomato Dataset</th>
<th>Training Accuracy</th>
<th>Validation Accuracy</th>
<th>Recall</th>
<th>Precision</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN</td>
<td></td>
<td>96%</td>
<td>90%</td>
<td>80%</td>
<td>81%</td>
<td>80%</td>
</tr>
<tr>
<td>VGG19</td>
<td></td>
<td>95%</td>
<td>90%</td>
<td>75%</td>
<td>78%</td>
<td>76%</td>
</tr>
<tr>
<td>Inception V3</td>
<td></td>
<td>92%</td>
<td>87%</td>
<td>81%</td>
<td>84%</td>
<td>82%</td>
</tr>
<tr>
<td>MobileNet</td>
<td></td>
<td>97%</td>
<td>93%</td>
<td>91%</td>
<td>92%</td>
<td>91%</td>
</tr>
<tr>
<td>ResNet152V2</td>
<td></td>
<td>95%</td>
<td>93%</td>
<td>90%</td>
<td>91%</td>
<td>90%</td>
</tr>
</tbody>
</table>

Table 4. Accuracy comparison of all the models for the apple dataset.

<table>
<thead>
<tr>
<th>Models</th>
<th>Apple Dataset</th>
<th>Training Accuracy</th>
<th>Validation Accuracy</th>
<th>Recall</th>
<th>Precision</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN</td>
<td></td>
<td>98.36%</td>
<td>98.55%</td>
<td>92%</td>
<td>93%</td>
<td>92%</td>
</tr>
<tr>
<td>VGG19</td>
<td></td>
<td>99.78%</td>
<td>99.45%</td>
<td>99%</td>
<td>99%</td>
<td>99%</td>
</tr>
<tr>
<td>Inception V3</td>
<td></td>
<td>98.75%</td>
<td>97.52%</td>
<td>94%</td>
<td>94%</td>
<td>94%</td>
</tr>
<tr>
<td>MobileNet</td>
<td></td>
<td>99.45%</td>
<td>98.97%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>ResNet152V2</td>
<td></td>
<td>98.49%</td>
<td>98.14%</td>
<td>97%</td>
<td>97%</td>
<td>97%</td>
</tr>
</tbody>
</table>
As we can observe in Tables 3 and Table 4, MobileNet has given the highest accuracy of 97% and 99.45% for the tomato and apple leaf datasets, respectively. The model accuracy is enough to give an idea of the model but calculating the precision, recall, and F1 score provides a much better understanding of the models.

Fig. 6 (a), (b), (c), and (d) show the graphs of accuracy versus epochs, loss versus epochs, validation accuracy versus epochs, and validation loss versus epochs respectively of all the implemented models for the tomato dataset. In the accuracy versus epochs graph, the accuracy for all the implemented models increased with an increase in epochs. The accuracy of MobileNet is the highest which is 97% followed by the CNN, VGG19, ResNet152V2, and InceptionV3 models.

![Graphs of accuracy versus epochs, loss versus epochs, validation accuracy versus epochs, and validation loss versus epochs for the tomato dataset.](image)

Fig. 7 (a), (b), (c), and (d) show the graphs of loss versus epochs, accuracy versus epochs, validation loss versus epochs, and validation accuracy versus epochs respectively of all the different transfer learning models for the apple dataset. In the accuracy versus epochs graph, the accuracy for all the implemented models increased with an increase in epochs. The accuracy of MobileNet is the highest because it uses depthwise separable convolutions, which is 99% followed by the CNN, VGG19, ResNet152V2, and InceptionV3 models. Therefore, MobileNet gives the best accuracy as shown in Fig. 8, for both the tomato and apple datasets, because MobileNet is a lightweight model, it takes the least time to train the model compared to other transfer learning models.
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Fig. 7. (a) Accuracy vs epochs (b) Loss vs epochs (c) Validation Accuracy vs epochs (d) Validation Loss vs epochs for apple dataset

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy %</th>
<th>Validation Accuracy %</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGG19</td>
<td>98%</td>
<td>98%</td>
</tr>
<tr>
<td>MobileNet</td>
<td>96%</td>
<td>96%</td>
</tr>
<tr>
<td>Inception V3</td>
<td>94%</td>
<td>94%</td>
</tr>
<tr>
<td>CNN</td>
<td>92%</td>
<td>92%</td>
</tr>
<tr>
<td>ResNet152V2</td>
<td>90%</td>
<td>90%</td>
</tr>
</tbody>
</table>

Training Accuracy

Validation Accuracy

Recall

Precision

F1 score
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Fig. 8. (a) Comparing training and validation accuracy for the tomato dataset, (b) Comparing precision, recall, and F1-score for the tomato dataset (c) Comparing training and validation accuracy for the apple dataset, (b) comparing precision, recall, and F1-score for apple dataset

Prediction of tomato leaves

Fig. 9. Prediction using CNN model

Fig. 10. Prediction using VGG19

Fig. 11. Prediction using Inception V3
Crop protection in farming is a difficult task. This requires a complete understanding of the crop being farmed, as well as any pests, diseases, or weeds that may be present. In this paper, we have used deep learning networks like transfer learning to build models and classify plant diseases. In this work, we have used both the tomato and apple datasets. MobileNet gave a pretty good accuracy compared to other existing methods, for both datasets of more than 97%. However, the sequential CNN model gave pretty good accuracy but using the transfer learning model was easy and took less time to train compared to the CNN model. When networks are trained with more parameters, their performance generally improves. Automatic plant disease thus becomes easier with the trained models. Thus, it becomes easier for new users because the network running in the background, taking input from the visual camera and informing the user of the output instantaneously so that the user may take appropriate action. As a result, preventative measures can be done earlier. This research could help with early and automatic disease identification in tomato and apple plants, thanks to the use of cutting-edge technologies like mobile phones, drone cameras, and the wide use of the internet. In this work, only tomato and apple leaves are taken from the Plant Village datasets. The investigation had to be limited to tomato and apple images due to a lack of sufficient Random-Access Memory (RAM) storage. In the future, it would be fantastic to test the CNN models on the entire plant village dataset, which contains a large diversity of plants, to bring detection and identification to a wider range of plants.
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