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Abstract: Deep learning (DL) architectures are becoming increasingly popular in modern traffic systems and self-

driven vehicles owing to their high efficiency and accuracy. Emerging technological advancements and the availability 

of large databases have made a favorable impact on such improvements. In this study, we present a traffic sign 

recognition system based on novel DL architectures, trained and tested on a locally collected traffic sign database. Our 

approach includes two stages; traffic sign identification from live video feed, and classification of each sign. The sign 

identification model was implemented with YOLO architecture and the classification model was implemented with 

Xception architecture. The input video feed for these models were collected using dashboard camera recordings. The 

classification model has been trained with the German Traffic Sign Recognition Benchmark dataset as well for 

comparison. Final accuracy of classification for the local dataset was 96.05% while the standard dataset has given an 

accuracy of 92.11%. The final model is a combination of the detection and classification algorithms and it is able to 

successfully detect and classify traffic signs from an input video feed within an average detection time of 4.5fps 

 

Index Terms: YOLO, Xception, preprocessing, data augmentation, template matching. 
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1. Introduction 

Traffic signs provide valuable information to the driver, specially to prevent traffic accidents and to reduce 

congestion. With the emergence of driverless transportation concepts, automated systems have found applications in 

vehicular technology as well. Hence, traffic sign recognition is an essential part of the autonomous self-driving vehicles 

as well as in advanced driver assistance systems (ADAS). 

The realization of a real-time traffic sign recognition system can be divided into three stages: detection, tracking 

and classification. These state-of-the-art systems are increasingly using artificial intelligence (AI); machine learning 

(ML), and deep learning (DL) architectures for building accurate and efficient systems.  Most applicable literature on 

this topic discusses traffic sign classification systems and challenges faced at the classifications stage. Few applications 

present traffic sign detection systems. Yet, there is a significant lack of overall systems where challenges of both 

detection and classification in real-time feeds are addressed. 

In this study, we are proposing a complete framework for real-time traffic sign recognition, which considers a live 

input from a dashboard mounted camera and outputs the classified output within a short time interval using live 

processing. The proposed framework is based on novel DL architectures, YOLO (You Only Look Once) v3 [1] and 

Xception models [2], with proven accuracy. Image preprocessing methods such as filters and Image Super Resolution 

(ISR) [3] were also used to improve model performance. Further, the system is trained and tested on a live video feed 

from a Sri Lankan driving scenario. Furthermore, the proposed model is offline tested on popular German Traffic Sign 

Recognition Benchmark (GTSRB) dataset [4] to validate its accuracy.  

One of the key challenges faced by DL studies is the requirement of a huge dataset.  This study investigates the 

possibility of adopting smaller datasets to customize the application domain while maintaining a good accuracy. The 

proposed model is based on Sri Lankan traffic signs. Using automotive traffic systems is rather new to Sri Lankan 

traffic systems. Hence, this study also attempts to introduce modern technological trends in the automobile industry into 

the Sri Lankan traffic systems. 

2. Related Work 

In the past few years, the concept of Convolutional Neural Network (CNN) has been subjected to vast 

modifications due to the increasing computational powers of modern processors. This has been a favorable inclination 

towards computer vision applications. Moreover, the availability of ample amounts of data has also been beneficial for 

these advancements. The first milestone of these modern CNN architectures is introduced by ref. [5] as the LeNet 

architecture. They give a gradient-based learning architecture using efficient back propagation algorithms, providing 

good solutions to the problems in pattern recognition applications.  

With modifications, CNN architectures trained for very large datasets can be improved in terms of performance. 

Ref. [6] investigate why large CNN architectures perform really well and also possible methods for further 

improvements. They suggest that the layer size, i.e., depth of the network, plays an important role in improving the 

performance. According to ref. [7], the classification accuracy of large-scale image recognition systems based on 

conventional convolution networks can be improved with the increased depth of the network. 

Another improvement to CNN architectures is presented by ref. [8]. They propose a method to prevent overfitting 

caused by using insufficient test data to train a large and complex neural network. Overfitting can be reduced by the 

proposed method called “dropout”, where units (or neurons) are randomly ignored at the training phase.  

 
 

Fig. 1. Inception module [2] 

To increase the representational power of neural networks, ref. [9] propose the Network-in-Network (NIN) 

approach. Instead of using linear filters along with a fully connected layer as in CNN, NIN uses micro neural networks 

instantiated by multilayer perceptrons along with a global average pooling layer to build the classification model. This 

method leads to easily interpreted and less overfitting DL models. NIN concept is majorly used in the Inception V1  
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architecture [10]. The additional 1×1 convolutional layers introduced by ref. [9] are used as dimensional reduction 

modules to prevent size limitations of the network. This results in increased depth and width of the network without 

significantly affecting the performance. With further modifications to Inception V1, Inception V2 [11], Inception V3 

[12], Inception V4 and Inception-ResNet [13] were later introduced. Fig. 1 shows an Inception module, which is the 

fundamental building block of the Inception model. A number of such modules are stacked up to create the Inception 

model. This is a different architecture from the traditional CNN models where a series of simple convolutions are 

linearly stacked up. 

Xception [2] is a network architecture inspired by the Inception model which significantly outperforms the 

Inception V3 model. Xception can be considered as an extreme version of the Inception model.  Fig 2 shows an extreme 

version of the inception module which can be considered as identical to a depthwise separable convolution or simply a 

separable convolution [14]. This modified version is used in the Xception architecture. A depthwise separable 

convolution consists of a depthwise convolution followed by a pointwise convolution. The depthwise convolution 

performs spatial convolution independently over the input channels, and the pointwise convolution (i.e., 1×1 

convolution) transfers the outputs of the depthwise convolution onto a new channel space. A slight difference between 

an extreme form of an Inception model and a depthwise separable convolution is that the first performs the 1×1 

convolution at the beginning followed by the channel-wise spatial convolution whereas the latter does the reverse. Apart 

from the Inception model and depthwise separable convolution, Xception model strongly relies on the VGG-16 

architecture [7] which shows schematic similarities to the Xception model.  

 
 

Fig. 2. An extreme version of Inception module [2] 

 

Fig. 3. Xception architecture [2]
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The overall architecture of a Xception model is shown in fig. 3, where residual connections are used to maintain 

the model performance as the model goes deeper. Although the Xception model has the same number of parameters as 

the Inception V3 model, its increased performance is due to the efficient use of model parameters.  A classification 

model based on Xception architecture is presented by ref. [15]. They propose a modified Xception model named 

LM2Xception for early identification of peach diseases based on imbalanced image data. A highest validation accuracy 

of 93.85% was obtained from the proposed model. 

If the amount of training data is not large enough, DL models may not give the desired performance. Transfer 

learning can be used as a solution to deal with such limited datasets to achieve better performance. Ref. [16] explains 

the progress of using transfer learning for machine learning problems in modern applications. Ref. [17] proposes a 

transfer learning method known as Attentive Feature Distillation and Selection (AFDS) and investigates its performance 

on ResNet-101 [18]. Ref. [19] investigate the performance of the Inception V3 model in terms of accuracy and 

efficiency when it is used along with transfer learning. 

Hyperparameter optimization helps to improve the performance of machine learning models. Ref. [20] study the 

impact of hyperparameter optimization on common machine learning models. They also discuss the challenges of 

hyperparameter optimization research. Ref. [21] provides a review on hyperparameter optimization and related topics. 

They discuss hyperparameters related to developing and training a model, useful toolkits, and provide a comparison 

between optimization algorithms.  

Enhancing the useful features of image data prior to sending them into the machine learning model can improve 

the results of the model. This process is known as preprocessing. Ref. [22] provide an overview on image filtering 

operations done at the preprocessing level. They mainly focus on edge detection filters, smoothing filters, and greyscale 

operation on images to enhance images to fit for emerging applications in modern vision systems. Ref. [23] also 

provides an overview on widely used image filtering techniques and their applications. 

A rather novel approach on image preprocessing known as Image Super Resolution is discussed by Ref. [3]. They 

use DL for ISR. The proposed algorithm can directly learn an end-to-end mapping between the low and high resolution 

images. This mapping provides a deep CNN network to increase the resolution of the input images. Ref. [24] use 

multiple state-of-the-art ISR methods to enhance medical images and provide a comparison between the experimented 

ISR architectures.  

To address the issue of insufficient and imbalanced training data, ref. [25] focus on using data augmentation 

methods to improve the datasets. They compare multiple data augmentation methods for image classification models. 

The focused methods include classical transformations like rotations, cropping, etc., and modern implementations such 

as Style Transfer and General Adversarial Networks. Ref. [26] provide a survey on data augmentation methods to 

provide a solution to the overfitting problem due to limited data in medical image applications. 

The detection of Region of Interest (ROI) plays an important role in traffic sign recognition applications. YOLO 

architecture [27] can be used to detect a certain ROI. YOLO approaches object detection as a regression problem 

instead of a classification problem. It uses a single convolutional network to predict multiple bounding boxes and their 

class probabilities simultaneously. Each bounding box is predicted using the features from the entire image. YOLO 

provides real time object detection with high average precision in an end-to-end training process. The network 

architecture is inspired by the GoogLeNet [10] image classification model. As shown in fig. 4, it has 24 convolutional 

layers for feature extraction and 2 fully connected layers to predict bounding box coordinates and class probabilities. 

Instead of the inception modules used by ref. [10], this architecture employs 1×1 reduction layers followed by 3×3 

convolutional layers. The final output is a 7×7×30 tensor containing the predictions. 

 

 

Fig. 4. YOLO network architecture [27] 

In general YOLO can process images in real-time at 45 frames per second. A shortened version of the same 

network known as Fast YOLO has the capability to process images with a rate of 155 frames per second. A modified 

YOLO network named as YOLOv2 is presented by [28]. The proposed algorithm can detect over 9000 categories in 

real-time. This introduces a multi-scale training method which offers a tradeoff between detection speed and model 
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accuracy. A slightly bigger network named YOLOv3 has been presented by [28], which introduces further updates to 

the YOLOv2 algorithm. This has increased accuracy compared to the previous YOLO networks. 

An ROI can be identified by measuring similarities between different objects. Template matching is an object 

detection process based on this idea. Ref. [29] reviews the basic concepts and applications of template matching. R-

CNN introduced by ref. [30] is another state-of-the-art object detection method widely used in modern applications. The 

high performance of R-CNN is a result of combining classical tools of computer vision and deep learning. 

3. Materials and Methods 

3.1  Database Preparation 

One of our main objectives is to introduce autonomous traffic sign recognition systems in the context of Sri 

Lankan traffic systems. Therefore, the need for a database consisting of local data was essential. Hence, as the first 

output of this work, we have created a database of Sri Lankan traffic sign images, using dashboard mounted camera 

(dashcam) recordings of vehicles traveling at 40-50 kmph.  Our local traffic sign database consists of both danger 

warning signs and regulatory signs. 

The most commonly occurring traffic sign in Sri Lankan road systems has been recognized as the pedestrian 

crossing sign with a yellow background and diamond shape, shown in fig. 5 (a). Consequently, the presented prototype 

is designed to specifically recognize this traffic sign. Later we plan to extend this model to detect other signs through 

live video feeds. 

Accordingly, the three classes for the system were selected as follows: 

 

Class 0: Yellow, diamond shaped pedestrian crossing sign 

Class 1: Yellow, diamond shaped other traffic signs 

Class 2: Any other traffic sign 

 

Fig. 5 (b) and (c) shows examples of class 1 and class 2 traffic signs from the local dataset. The proposed system is 

expected to identify signs with different quality levels under different environment variables such as sunlight, shadows 

and glare. Hence, the dataset is prepared to cover different quality aspects of the traffic images as well as different 

environment settings. The newly introduced local database consists of a total of 750 images, with 250 images from each 

class. 

 

 

(a)                                 (b)                                   (c) 

Fig. 5. Sample traffic signs from the local database (generated by the Authors) categorized as (a) Class 0 (b) Class 1 (c) Class 2 

When designing a machine learning model, it is important to verify the generalization of its performance. To see if 

the model adopts correctly in a general setting, we trained and tested the same model using a benchmark standard 

database as well and compared the results with the local database. The standard database is an abbreviation of the 

GTSRB database [4].. The original GTSRB database has 43 classes of traffic sign images. We selected 11 of these 43 

classes to train and test our model. Sample images from each of these classes are given in fig. 6. The standard database 

includes 9060 images of traffic signs. 

 

 

Fig. 6. Sample traffic signs from the standard database, GTSRB [4] 

3.2  Methodology 

The traffic sign recognition problem consists of two major tasks; detection of ROI, and classification of traffic 

signs. Since one of the key challenges of designing a real-time live decision making system is the processing time, we 

have utilized image analysis and detection models and techniques with faster response time. The first ROI detection 

method tested was template matching [29].  Yet, this approach lacks the automation capabilities and it requires constant 

user involvement for accurate detection. DL based object detection has high automation potential. The DL based object 

detectors can be broadly categorized as one-stage detectors and two-stage detectors.  Although two-stage detectors 
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(such as Faster R-CNN, Mask RCNN) have high localization and detection accuracies, the one-stage detectors (such as 

YOLO, SSD) operate at high inference speeds. Since our proposed solution architecture demands time critical response 

rate, YOLO [27], a state of the art object detection technique is utilized for the ROI detection. Moreover, we have 

isolated the object detection and classification architectures in our model to further accelerate the overall processing 

time. As of the literature, Xception model exhibits superior performance in the classification task compared to the other 

state of the art CNN architectures such a ResNet, DenseNet and MobileNet [2,31]. Because of this observation, we have 

selected Xception as our classifier in the proposed architecture. 

The proposed prototype system is graphically illustrated in fig. 7.  The proposed prototype system includes four 

main stages: Input feed; detection of ROI; Recognition of the traffic sign and output of the label. 

 

 

Fig. 7. Flow diagram of traffic sign recognition process 

3.2.1  Input feed 

The proposed algorithm utilizes a direct video feed from a dashboard mounted camera on a moving vehicle as the 

input. The input feed is reformatted to 243×243 resolution to ease the complexity at processing. The motion of the 

vehicle has a tendency to create distortion in the input video. Hence, sharpening and smoothing filtering as shown in 

fig. 8 are used as pre-processing methods to correct artifacts due to the vehicle movements.  For the model training 

purpose, a custom database was created using extracted frames of the dashcam recordings and was labeled using the 

labelImg tool. 

 

 

(a)                                                                (b) 

Fig. 8. (a) Laplacian sharpening filter (b) Gaussian smoothing filter 

3.2.2  Detection of ROI 

The second stage of the proposed algorithm was the detection of the ROI. At the design stage two approaches were 

tested as possible solutions for the detection of ROI.  Initially, template matching was tried, as it requires less resources 

at training and testing of the model. But later much advanced YOLO architecture was utilized, as it is of higher 

detection accuracy than template matching. 

Template Matching: Template matching was implemented using the python OpenCV function 

cv.matchTemplate(). Initially, the grayscale traffic sign image shown in fig. 9 was used as the template image for the 

search. OpenCV library includes several comparison methods for the above mentioned function. They are namely; 

cv.TM_SQDIFF, cv.SQDIFF_NORMED, cv.TM_CCORR, cv.TM_CCORR_NORMED, cv.TM_CCOEFF, 

cv.TM_CCOEFF_NORMED. Each of these comparison methods are tested on a single image frame to find the most 

suitable method for the application. Although the algorithm worked perfectly for a single image frame, it failed 

considerably with the live video feed as it was unable to generalize the ROI detection for a new set of frames.  

 
 

Fig. 9. Template image for template matching 

As a secondary approach, the same template matching algorithm was tested for color image. At this instance, 

separate R, G, B channels of the image as shown in fig. 10 were utilized instead of the greyscale channel. Still the 

template matching algorithm failed to deliver the desired performance. 
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(a)                                    (b)                                       (c)                                      (d) 

Fig. 10. (a) Original template (b) R channel template (c) G channel template (d) B channel template 

YOLO: YOLO is a well-known series of end-to-end deep learning models designed for fast object detection with 

high accuracy. YOLO is pretrained with a large database, which makes it easier to generalize for different applications. 

In this study, we used the pretrained weights of YOLOv3 architecture trained on COCO dataset [32] with darknet 

framework [1]. The parameter optimization for subdivision, batch size, number of iterations was carried out at the 

model initiation stage. The training was done using Google Colaboratory with Graphics Processing Unit (GPU) 

enabled. The trained model was applied to a dashcam recording clip for testing, which displayed a considerable 

improvement in the ROI detection. 

YOLO can perform both detection and classification. However, it requires a large amount of data and powerful 

processors to obtain better performance when used for both detection and classification tasks. Considering the low 

amount of data in the training dataset and the limited resources, authors decided to use a separate machine learning 

model which can be easily implemented and can be successfully trained with a lesser amount of data for classification. 

3.2.3  Classification: Recognition of the traffic sign  

When it comes to the task of classification CNN is a popular approach as of literature. CNN has come a long way 

from the simple LeNet implementation proposed by ref. [5], which adopts a stack layering to architectures which use 

skip connections with multiple layers. Recently Google has proposed Xception architecture which is an extreme version 

of Inception with a lesser number of tunable parameters compared to Inception V3. Xception showed improved 

accuracy in classification with larger datasets and slightly outperformed Inception with imagenet dataset [2]. Also, 

Xception finds applications in other DL based solutions, such as in image super resolution [33]. Considering all these 

merits, we have adopted the CNN architecture Xception, in our classification stage.  

The experiments have adopted a pre-trained Xception model with the trained weights and have fine-tuned these 

weights to match the applications. In general, the performance of any machine learning model can be optimized by fine 

tuning the hyper parameters. We have conducted a manual hyperparameter optimization for the Xception transfer 

learning model, with a special focus on hyper-parameters, batch size, and the type of the optimizer. The final selections 

are tabulated in tables 1 and 2. 

Two separate instances of the proposed Xception model based classifier was trained using both a customized local 

dataset and a standard dataset [4] with 50:50 train:test split. The performance of the proposed system was evaluated for 

each dataset whereas that of the standard dataset is used as a benchmark to support the comparison with the existing 

models in the literature. Data augmentation and preprocessing techniques were used to further improve the performance 

of the model. 

We have adopted popular data augmentation methods such as random rotation, random contrast changes, random 

translation and random zoom on our datasets in the training process in order to increase the performance. However, for 

tasks such as traffic sign classification, data augmentation should be carefully used since the unwanted changes in data 

may result in false true positives. For example, if a traffic sign image of a left turn was rotated in 180 degrees, it would 

result in an image of right turn. Hence, the data augmentation techniques were used with care.  

Preprocessing is also a popular method used to improve the performance of machine learning models. In this study 

we have adopted Laplacian sharpening filter (fig. 8 (a)), Gaussian smoothing filter (fig. 8 (b), and ISR as preprocessing 

techniques. ISR is used to upscale and improve the input resolution of the ROI of the images. We have tested four ISR 

methods, namely: ‘RRDN:gans’, ‘RDN:psnr-large’, ‘RDN:psnr-small’, and ‘RDN:noise-cancel’ [34]. As shown in fig. 

10, applying ISR has improved the image resolution by 16-fold as well as improved the quality of the input patch. After 

experimenting with these different preprocessing methods, the method that best contributed to improved performance 

was incorporated to the final model. The overall training process can be summarized as in the flow diagram given in fig. 

11.  

3.2.4  Overall Traffic Sign Recognition Model 

Once suitable deep learning architectures were developed for the detection and classification tasks independently, 

particular focus was given to combine these two models with the best overall performance for the complete traffic sign 

recognition system with low delay. In the final presented system, the two models were installed in series, where input to 

the overall system is a live video feed from dashboard camera. The first model of the overall system recognizes the ROI 

and then extracts image patches with possible traffic signs. The second model in the overall system, classifies the 

extracted ROI image patch into one of the three classes in the database.  Next the recognized class label is displayed 

along with a bounding box around the target area on the output screen. The flow diagram of the overall recognition 

process is given in fig. 7.  
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Fig. 11. Training process of the classification model 

4. Results 

4.1  Detection of Traffic sign- patches 

4.1.1  Template matching 

At the initial stage of the design, template matching was utilized to extract traffic sign patches from the input 

stream. The performance accuracy and efficiency were observed for both grayscale images as well as RGB images. A 

sampled output for template matching for grayscale input image is shown in fig. 12, while those for the RGB color 

images, are shown in figures 13, 14, and 15. From these results it is evident that the template matching scheme is not 

highly suitable for automated traffic sign detection purposes. 

 

 

Fig. 12. Result of template matching with greyscale channel analysis 

 

Fig. 13. Result of template matching with R channel analysis 

 

Fig. 14. Result of template matching with G channel analysis 
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Fig. 15. Result of template matching with B channel analysis 

4.1.2  YOLO 

The YOLO model was trained using a manually labeled local dataset, extracted from dashcam footage. At the end 

of the training process, the average loss was at 0.1569. The related loss diagram is shown in fig. 16. The custom trained 

YOLO model was able to successfully identify the ROIs from a live RGB video feed accurately with low user 

interaction.  A sample output for the YOLO based traffic sign patch detection is shown in fig. 17. It can be clearly seen 

that the YOLO model enables multi-object detection with a higher visual accuracy. Owing to the above observations, 

YOLO was selected to extract ROI, i.e., traffic sign patches, from the input video. 

 

 

Fig. 16. Loss diagram of YOLO model training 

 

Fig. 17. Detection of ROIs from the custom trained YOLO model 

4.1.3  Classification of Traffic sign- patches: Xception model
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As stated in section 2, Xception model shows superior performance in classification tasks. Hence in the proposed 

design we have utilized the Xception model as the backbone architecture for the traffic sign classification. The results of 

hyperparameter optimization of the Xception transfer learning model for the local dataset are tabulated in table 1. 

Table 1. Results of Hyperparameter Optimization for Local Dataset 

Optimizer Adam RMSprop 

Batch size 16 32 64 16 32 64 

Training accuracy 1.0000 0.9996 0.9899 1.0000 0.9997 0.9990 

Validation Accuracy 0.9618 0.9594 0.9570 0.9594 0.9666 0.9618 

Training loss 0.0211 0.0399 0.0720 0.0116 0.0217 0.0375 

Validation loss 0.1039 0.1177 0.1383 0.0989 0.0979 0.1127 

Table 2. Results of hyperparameter optimization for standard dataset 

Optimizer Adam RMSprop 

Batch size 16 32 64 16 32 64 

Training accuracy 1.0000 0.9999 0.9989 0.9985 0.9999 0.9994 

Validation Accuracy 0.8102 0.7942 0.7936 0.8030 0.7986 0.8057 

Training loss 0.0044 0.0133 0.0294 0.0077 0.0074 0.0126 

Validation loss 0.1817 0.8056 0.7573 1.1382 1.0384 0.8733 

 

The results of hyperparameter optimization of the same model for the standard dataset are given in table 2. At the 

transfer learning stage, the number of trainable parameters of the model was at 22,539. The training was carried out for 

50 epochs with the learning rate fixed at 0.0003.   

Table 3. Results of Classification Performance with preprocessing for local dataset 

 Training 

accuracy 

Validation 

accuracy 

Training 

loss 

Validation 

loss 

Without preprocessing 0.9305 0.8758 0.1666 0.3622 

With 

preprocessing 

Filters Sharpening 0.9298 0.9038 0.1794 0.2711 

Smoothing 0.9341 0.8685 0.1622 0.3838 

ISR RRDN:gans 0.9282 0.8465 0.1800 0.4233 

RDN:psnr-large 0.9605 0.8733 0.1375 0.2956 

RDN:psnr-small 0.9554 0.8258 0.1279 0.4609 

RDN:noise-

cancel 

0.9569 0.8770 0.1285 0.3206 

 

The model was tested with various preprocessing methods for the augmented dataset as presented at Section 3.2.3. 

The resulting performance for the local dataset is given in table 3, whereas that for the standard dataset is given in table 

4. 

Table 4. Results of Classification Performance with preprocessing for standard dataset 

 Training accuracy Validation accuracy Training loss Validation loss 

Without preprocessing 0.9509 0.8769 0.1993 0.4109 

With preprocessing Filters Sharpening 0.9537 0.8962 0.1915 0.3411 

Smoothing 0.9582 0.8907 0.1884 0.3672 

ISR RRDN:gans 0.9463 0.8962 0.1910 0.3660 

RDN:psnr-large 0.9859 0.9205 0.0750 0.3003 

RDN:psnr-small 0.9848 0.9178 0.0806 0.2934 

RDN:noise-cancel 0.9905 0.9211 0.0723 0.2853 

 

The model was trained for 50 epochs with a learning rate of 0.0003, and a batch size of 64, with Adam optimizer. 

With these improvements, the final Xception model has given an accuracy of 96.05% for the local dataset and an 

accuracy of 92.11% for the standard dataset. In an initial work [35], the authors have shown that a fine tuned support 

vector machine (SVM) model is able to classify the local dataset in Fig. 5, with an accuracy of 90.54%. From the results 

presented, it is evident that the proposed Xception model exhibits a superior performance with local dataset than SVM. 
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Fig. 18. Accuracy and loss diagrams for the standard 

4.2  Overall traffic sign recognition system 

The proposed overall traffic sign recognition system presented in fig. 7, is tested with live video feed from 

dashcam of a moving vehicle with a speed of 50 kmph. The experiment results showed that the combined model for 

traffic sign recognition was able to successfully detect ROIs and classify them into the three classes in the local 

database. Successfully recognized traffic signs from Class 0, 1 and 2 from a random input video feed are presented in 

fig. 19, fig. 20 and fig. 21 respectively to demonstrate the overall performance of the proposed architecture. 

 

 

Fig. 19. Recognizing traffic signs from Class 0  

 

Fig. 20. Recognizing traffic signs from Class 1 

The model was tested in a device with an Intel(R) Core(TM) i7 processor running at 1.80 – 2.30 GHz using 8.00 

GB of RAM, running Windows version 10. For each frame with a traffic sign image an average time of 0.2235s was 

spent for detecting ROI by YOLOv3. The average time for classification by Xception was 0.0456s per frame.   
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Fig. 21. Recognizing traffic signs from Class 2 

The processed frame rate of the output was maintained at 4.5 fps in the tested device, to accommodate the 

processing time. Although this is somewhat lower than real-time video feed which ranges from 15 fps-30 fps, the 

processing time can be increased simply by utilizing higher processing devices with GPU capabilities. To accommodate 

for the drop in the frame rate at processing, we have introduced manual frame skip to the system. That is, in an input 

feed of 15 fps, we have dropped 2 frames within every 3 consecutive frames. Yet, due to the high correlation present 

among neighboring frames, we do not lose significant information due to frame dropping. As future scope authors are 

working on methods to improve the response rate of the prototype system as well as to analyze the input in video 

context. The source code and the local dataset are available at 

https://github.com/maheshi81/Traffic_sign_recognition.git . 

5. Conclusions 

In this study, a fully autonomous traffic sign recognition system has been successfully developed using the state-

of-the-art machine learning architectures and necessary image pre-processing techniques.  Although YOLO can be used 

for both detection and classification tasks, it requires a significantly larger dataset along with powerful processing 

capacity to train for both tasks. Hence, the proposed system considers the detection and classification tasks separately. 

Furthermore, this research presents a new traffic sign dataset built using dashcam recording of a vehicle moving at 40 

kmph. The trained YOLO model was able to successfully detect the ROIs from the input video feed. The detected ROI 

patches were extracted and fed into the Xception model trained using the local dataset for classification. To further 

improve the model accuracy, preprocessing methods such as smoothing and sharpening filters and ISR were employed.  

The proposed model was able to successfully recognize traffic signs from a given video feed. Yet, the output frame rate 

was 4.5 fps. Hence, in future work, we will further explore mechanisms for improved processing time, while retaining 

the recognition performance accuracy of the model. For example, as of the literature, the latest version of YOLO (i.e., 

YOLO v7) has the potential to improve the performance of the ROI detection time, which will eventually improve the 

overall system reaction time of the proposed architecture.  
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