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Abstract: This paper analyses the performance of various lossless compression algorithms employed on uniformly 

quantized audio signals. The purpose of this study is to enlighten a new way of audio signal compression using lossless 

compression algorithms. The audio signal is first transformed into text by employing uniform quantization with 

different step sizes. This text is then compressed using lossless compression algorithms which include Run length 

encoding (RLE), Huffman coding, Arithmetic coding and Lempel-Ziv-Welch (LZW) coding. The performance of 

various lossless compression algorithms is analyzed based on mainly four parameters, viz., compression ratio, signal-to-

noise ratio (SNR), compression time and decompression time. The analysis of the aforementioned parameters has been 

carried out after uniformly quantizing the audio files using different step sizes. The study exhibits that the LZW coding 

can be a potential alternative to the MP3 lossy audio compression algorithm to compress audio signals effectively. 

 

Index Terms: Audio Compression, Lossless Compression, Lempel-Ziv-Welch (LZW), Huffman, Arithmetic, Run 

Length Encoding (RLE), Uniform Quantization, Compression Ratio, Signal-to-Noise Ratio (SNR). 

 

 

1.  Introduction 

From the last two decades, the world has witnessed a revolutionary advancement in technology. This advancement 

has resulted in a massive rise in the usage of internet. With increasing internet usage, the amount of data has been rising  
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at an alarming rate. The necessity of using data compression escalates further due to the fact that the data that is being 

generated is in digital form which is stored in the form of bytes of data and the multimedia data requires a large number 

of bytes for storage as well as transmission. Various compression algorithms help in fulfilling the desire for good 

quality data overcoming the bandwidth constraints and getting rid of the redundancy present in original data, thereby 

reducing the volume of memory required for storage and the bandwidth required for transmission of data. Compressing 

data not only reduces the volume of memory required but also helps in reduction of load on the input and output 

channels of communication systems. 

The various compression algorithms can be broadly classified into two categories –lossless compression 

algorithms and lossy compression algorithms. In lossless compression algorithms, there is no loss of information, i.e., it 

is possible to exactly recover the original data from compressed data [1,2]. LZW coding, Run Length Encoding (RLE), 

Arithmetic Coding and Huffman Coding are some of the frequently used lossless compression algorithms. In lossy 

compression algorithms, there is some loss of information, i.e., it is not possible to exactly recover the original data 

from compressed data.  

This paper proposes an alternative audio compression algorithm to address the bandwidth constraints while 

transmitting an audio signal through a channel. In the current scenario, MP3 is the most widely used audio compression 

algorithm. The performance of any compression algorithm can be measured in many ways, viz., compression time, 

decompression time, compression ratio and SNR [3,4,5]. SNR basically measures the closeness between the 

reconstructed data and original data. The current work compares a number of different compression algorithms to 

explore the possibility of a potential alternative to MP3 compression algorithm.  

2.  Methodology 

This paper involves the use of lossless compression algorithms, viz., Run Length Encoding (RLE), LZW Coding, 

Arithmetic Coding and Huffman Coding to compress uniformly quantized audio signal data. The audio signal that is 

compressed is originally in .wav format. This audio signal data is first read and then uniformly quantized with different 

step sizes in order to convert it into text [6,7]. Four different step sizes that have been used in uniform quantization are 

256, 512, 1024 and 2048.Each of these steps corresponds to an ASCII character so that the audio data is transformed 

into text consisting of a series of ASCII characters. Uniform quantization has been applied to extract the inherent 

redundancy present in the original audio signal data and eliminate the floating-point numbers. The elimination of 

floating-point numbers reduces both the memory storage space and the transmission bandwidth requirements. Once the 

original audio signal data is converted to text, the lossless compression algorithms are employed to eliminate the 

inherent redundancy. 

The aforementioned algorithm follows a completely new approach to compress an audio signal in order to get 

better compression ratio than the presently used MP3 audio compression algorithm.  

2.1.  Run Length Encoding (RLE) 

It is the simplest manifestation of a lossless compression algorithm. It works on the principle of conversion of 

sequence of symbols in succession to a number and the symbol, where the number denotes the count of the symbol in 

picture [8]. In a simplified manner, RLE converts a sequence of symbols in succession into two parts with the first part 

denoting a number gives the count of the symbol and the second part denoting the symbol itself. The number of times a 

particular symbol is encountered in succession is called run count [9]. 

The uniformly quantized audio signal data may contain large runs of ASCII characters which can be compressed 

by RLE. For example: 

If RLE lossless compression algorithm is applied to the above text, it will be converted to 

11W1B13W3B23W1B15W. Assuming that 1 byte of memory storage space is required to store one character or 

number, the original text will require a memory of 67 bytes whereas after compressing it using RLE, it will require a 

memory of 14 bytes. In this way, RLE compresses the data consisting of large runs. 

2.2.  Huffman Coding 

This lossless coding algorithm generates codes which are known as Huffman codes. These Huffman codes are 

basically prefix codes. For a given set of probabilities in a model, these codes are optimal. The following two points can 

be established with reference to the optimum prefix codes generated using Huffman coding: 

 

1. In these codes, the codewords have smaller code length for symbols that occur more often, i.e., symbols which 

are occurring with a larger probability than the symbols which are occurring with a smaller probability. 

2. The codes generated using Huffman coding have equal code length for the two least often occurring symbols. 

 

The first point ensures that the average bits per symbol required to denote the symbols is minimum. If the length of 

codeword for a symbol which occurs more frequently is larger than the length of codeword for a symbol which occurs 

less frequently, the average bits per symbol required to denote the symbols is larger than if the conditions are reversed. 
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As a result, an algorithm that allocates codewords of longer code lengths to more often occurring symbols cannot be 

termed as an optimal code algorithm [10,11]. 

The correctness of the second point can be observed by assuming the existence of an optimum code such that the 

codewords for the two symbols having least probabilities of occurrence are of unequal lengths with the difference in 

code length between the longest and shortest codewords being k bits. In the case of prefix code, it is not possible for the 

shorter codeword to be a prefix of longer codeword, so, even if the last k bits of the longer codeword are dropped, the 

longer and shorter codewords will be different with equal length. These two codewords belong to the symbols having 

least probability, hence, there cannot be a codeword which is longer than these codewords and the shortened codeword 

cannot be a prefix code of any other codeword. In addition, the elimination of k bits results in a codeword having a 

smaller average code length that the assumed code, thereby, demonstrating that the assumed code is not an optimal code. 

This proves the correctness of the second point. 

Furthermore, the procedure of Huffman coding is completed by a final requirement apart from the above two 

observations, i.e., the codewords for the symbols with least probabilities of occurrence must be different only in the last 

bit. 

Suppose there are 5 symbols a0, a1, a2, a3, a4 with probabilities of 0.4, 0.2, 0.2, 0.1, 0.1 respectively. Then, the 

following steps can be used to get the Huffman codes for the given 5 symbols: 

 

1. The symbols are arranged in the decreasing order of their probabilities. 

2. The two symbols having least probabilities of occurrence are assigned binary ‘0’ and ‘1’. 

3. The two least probabilities in each phase are added to get a new probability for the combination of the two 

least frequently occurring symbols. 

4. The new probability along with the remaining probabilities is again placed in the decreasing order in the next 

phase. 

5. The steps 2 to 4 are repeated until only two symbol probabilities are left. Both these probabilities are assigned 

binary ‘0’ and ‘1’. 

6. To get the Huffman codes for a symbol, the assigned binary bits are read in reverse order for the symbol for 

which Huffman code is to be formulated. 

 

 

Fig. 1. Huffman code procedure. 

Fig. 1 shows the steps to be followed to get the Huffman codes for corresponding symbols. Fig. 2 shows the 

procedure for formulation of Huffman code for a particular symbol. Table 1 shows the list of symbols along with their 

corresponding probabilities, their codewords and the lengths of codewords. The average codelength is always greater 

than or equal to the entropy for a particular set of symbols. The difference between the average codelength and entropy 

is a measure of the efficiency of Huffman coding [12]. 
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Fig. 2. Huffman code formulation for a particular symbol 

Table 1. Huffman codes for the five symbols 

Symbols Probability Codeword Codelength 

a0 0.4 1 1 

a1 0.2 01 2 

a2 0.2 000 3 

a3 0.1 0010 4 

a4 0.1 0011 4 

2.3.  Arithmetic Coding 

It is often considered inefficient to generate separate codewords for separate symbols present in a sequence. 

Instead, it is preferable to group a sequence of symbols and then generate codewords corresponding to each such group. 

But it is impractical to generate Huffman codes for such groups of symbols. In Huffman coding, it becomes necessary 

to generate codewords for all possible groups of symbols of a particular length being encoded resulting in a drastic 

increase in the size of codebook. The arithmetic coding generates codewords for a group of symbols without the need to 

assign codewords to all the possible groups of symbols of same length. 

Arithmetic coding generates a tag or a unique identifier for the group of symbols being encoded [13]. The tag that 

is generated is assigned a unique binary code. In general, tag generation and binary code assignment correspond to the 

same process. However, this process is often divided into two phases to make it simpler. The first phase corresponds to 

tag generation for a specific group of symbols and the second phase involves the assignment of a unique binary code to 

the tag generated. 

The interval [0,1) is chosen as one of the suitable collection of tags to represent groups of symbols. The reason 

behind the selection of this interval is that it contains infinite numbers which can be used as tags, thereby, allowing the 

assignment of a unique tag to each group of symbols. The cumulative distribution function (cdf) which is linked with 

the source is used for mapping groups of random variables into the unit interval. 

The encoding procedure involves the following steps: 

 

1. The initial interval [0,1) is divided into a number of parts. This number depends on the number of different 

symbols present in the group of symbols being encoded. The division of the initial interval is based on the 

probabilities of the symbols in the group. 

2. The sub-interval corresponding to the symbol being encountered is sub divided into the same number of parts 

and based on the same criteria as the initial interval. 

3. The step 2 is repeated until the last symbol in the group of symbols to be encoded is encountered. 

4. The lower limit of the sub-interval for the last symbol constitutes the tag or unique identifier. 

 

Fig. 3 shows the encoding procedure for a group of four symbols a0, a1, a2, a3 with probabilities of 0.4, 0.3, 0.1, 0.2 

respectively. The procedure assumes that group of symbols being encoded are a0a1a3a3a2. 
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Fig. 3. Arithmetic encoding procedure 

The decoding procedure involves the following steps: 

 

1. The initial interval [0,1) is divided into a number of parts. This number depends on the number of different 

symbols present in the group of symbols being encoded. The division of the initial interval is based on the 

probabilities of the symbols in the group. 

2. The sub-interval to which the tag belongs is determined. 

3. The symbol corresponding to the above established sub-interval is noted down. 

4. The established sub-interval is sub divided into the same number of parts and based on the same criteria as the 

initial interval. 

5. The steps 2, 3 and 4 are repeated until the last symbol to be decoded is encountered. 

 

 

Fig. 4. Arithmetic decoding procedure 

Fig. 4 shows the decoding procedure for the group of symbols encoded in the encoding example. 

2.4.  LZW Coding 

LZW is a lossless dictionary compression technique. It is an enhanced version of LZ78 compression algorithm. 

This algorithm uses a dictionary for compression [14,15,16]. The dictionary being used initially consists of a certain 

number of ASCII symbols. In this algorithm, the compression is obtained by replacing a group of symbols with the 

indices of the dictionary. The dictionary is continuously modified based on the symbols to be encoded. The most 
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prominent feature of LZW coding is that apriori information about the probability of occurrence of the symbols to be 

encoded is not essential making it one of the most widely used compression algorithm in image compression [17]. The 

LZW encoding procedure involves the following steps: 

 

1. The dictionary is first initialized by a particular number of ASCII symbols. 

2. The first symbol is then read and its presence in the dictionary is checked. 

3. If the symbol read is found in the dictionary, then it is grouped with the next symbol and presence of the group 

of symbols is checked in the dictionary. The symbols are grouped till the group of symbols are found in the 

dictionary. 

4. If a group of symbols is not found in the dictionary, it is added to the next index of the dictionary and the index 

of previously found symbol or group of symbols is considered as a codeword for that symbol or group of 

symbols. 

5. The last symbol whose grouping with the rest of the symbols which led to the group of symbols not being 

found in the dictionary is considered as the next symbol. 

6. The steps 2 to 5 are repeated till all the symbols or group of symbols are encoded. 

 

The LZW decoding procedure involves the following steps: 

 

1. The dictionary is first initialized in a similar manner as in the encoding algorithm. 

2. The first index is read. The symbol or group of symbols at that index in the dictionary is stored in the output. 

3. The first symbol from above read symbol or group of symbols is stored separately. 

4. The next index is read. If the length of present dictionary is less than the index read, then the previously read 

symbol or group of symbols is grouped with the symbol stored in step 3. 

5. If the length of present dictionary is greater than the index read, the symbol or group of symbols is read from 

the dictionary at the recently read index and is stored separately. 

6. Based on whether the length of dictionary is lesser or greater than the index read, the first symbol from the 

grouped symbols in step 4 or the separately stored symbol in step 5 is stored separately while combining the 

group of symbols obtained either in step 4 or step 5 with the output. 

7. The separately stored symbol in step 6 is combined with the symbol or group of symbols present in the 

dictionary at the previously read index and the result is stored as a new entry in the dictionary. 

8. The steps 4 to 7 are repeated until all the indexes are decoded to get the uncompressed output. 

3.  Result Analysis and Discussion 

The analysis of various lossless compression algorithms on uniformly quantized audio signals was carried out in 

MATLAB R2019a. There are a number of parameters based on which the performance of various lossless compression 

algorithms can be analyzed depending on a particular application. Some of them that have been used to measure the 

performance of various lossless compression algorithms on uniformly quantized audio signals are – compression ratio, 

compression time, decompression time and signal-to-noise ratio (SNR). 

Compression ratio is defined as the ratio of the size of audio file before compression to the size of audio file after 

compression, i.e. 

 

Compression Ratio =
Size of audio file before compression

Size of audio file after compression 
                                                (1) 

 

Compression time is the time taken by the algorithm to compress the original audio file while the decompression 

time is the time taken by the algorithm to decompress the compressed audio file. In the present analysis, the 

compression time includes the time taken by the algorithm to quantize the original audio file. 

Signal-to-noise ratio is the ratio of signal power to noise power. The difference between various samples of 

original audio file and decompressed audio file corresponds to noise in the present analysis, i.e., the noise is basically 

due to quantization error. The signal-to-noise ratio is calculated in dB (decibel) by using the formula given below: 

 

SNR (in dB) = 10log10(SNR)                                                                              (2) 
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Table 2. Analysis results based on various parameters for file with size of 99.2 KB 

Compression 

Technique 
Step Size 

SNR 

(in dB) 
Compression Ratio 

Compression Time 

(in sec) 

Decompression Time 

(in sec) 

RLE 

256 84.85 0.21 0.33 0.28 

512 98.69 0.17 0.36 0.29 

1024 112.53 0.15 0.38 0.30 

2048 126.38 0.14 0.42 0.30 

Arithmetic Coding 

256 84.85 0.05 1.62 2.21 

512 98.69 0.04 1.90 2.20 

1024 112.53 0.04 2.15 2.52 

2048 126.38 0.03 2.54 2.97 

Huffman Coding 

256 84.85 0.05 0.57 1.49 

512 98.69 0.04 0.89 1.89 

1024 112.53 0.04 1.10 2.85 

2048 126.38 0.03 2.15 3.75 

LZW Coding 

256 84.85 0.75 3.53 0.37 

512 98.69 0.57 4.30 0.42 

1024 112.53 0.46 5.35 0.45 

2048 126.38 0.40 7.15 0.50 

Table 3. Analysis results based on various parameters for file with size of 519 KB 

Compression 

Technique 
Step Size 

SNR 

 (in dB) 
Compression Ratio 

Compression Time 

(in sec) 

Decompression Time 

(in sec) 

RLE 

256 85.00 0.43 0.55 0.47 

512 99.01 0.35 0.61 0.51 

1024 112.80 0.31 0.69 0.52 

2048 126.92 0.29 0.85 0.53 

Arithmetic Coding 

256 85.00 0.10 4.01 4.96 

512 99.01 0.08 4.56 5.54 

1024 112.80 0.07 5.22 6.30 

2048 126.92 0.06 5.84 7.24 

Huffman Coding 

256 85.00 0.10 0.89 3.53 

512 99.01 0.08 1.30 5.02 

1024 112.80 0.07 2.04 6.17 

2048 126.92 0.06 4.15 9.49 

LZW Coding 

256 85.00 2.04 15.27 0.72 

512 99.01 1.52 22.62 0.85 

1024. 112.80 1.16 34.36 1.00 

2048 126.92 0.93 43.64 1.19 

Table 4. Analysis results based on various parameters for file with size of 919 KB 

Compression 

Technique 
Step Size 

SNR 

 (in dB) 
Compression Ratio 

Compression Time 

(in sec) 

Decompression Time 

(in sec) 

RLE 

256 98.13 0.36 0.90 0.79 

512 111.24 0.31 1.03 0.83 

1024 126.03 0.29 1.26 0.89 

2048 139.75 0.27 1.71 0.92 

Arithmetic Coding 

256 98.13 0.08 7.79 9.36 

512 111.24 0.07 9.23 10.84 

1024 126.03 0.06 9.92 12.89 

2048 139.75 0.06 11.75 18.26 

Huffman Coding 

256 98.13 0.08 1.45 7.43 

512 111.24 0.07 1.80 8.55 

1024 126.03 0.06 3.64 17.37 

2048 139.75 0.06 6.22 18.18 

LZW Coding 

256 98.13 1.69 57.78 1.66 

512 111.24 1.28 88.65 2.01 

1024 126.03 1.01 133.84 2.33 

2048 139.75 0.83 179.01 2.68 

 

The above analysis was done on three .wav type audio files of sizes 99.2 KB, 519 KB and 919 KB respectively on 

Intel(R) Core(TM) i7-8565U CPU @ 1.80GHz - 1.99 GHz processor with 8 GB RAM. Table 2, Table 3 and Table 4 

show a comparison of the results based on various parameters, viz, SNR, compression ratio, compression time and 

decompression time obtained for the three files. The tables compare the parameters for different step sizes used in the 

uniform quantization of audio files. It is clearly visible that the SNR does not change with the compression algorithm 

being used. The values in the above 3 tables have been used to plot the graphs shown in Fig. 6. It is evident from the 
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values in these tables that LZW algorithm provides the best compression ratio which is a key to deal with the bandwidth 

constraints involved while transmitting an audio signal through a channel. 

 

 

Fig. 5. Comparison between original and decompressed audio file waveforms for different step sizes. 

Fig. 5 shows the comparison between original and decompressed audio file waveforms for different step sizes used in 

quantizing audio signals. The file sizes of original audio file 1, original audio 2, original audio file 3 are 99.2 KB, 519 

KB, 919 KB respectively. It can be observed from the above figure that the difference between the waveforms of 

original audio files and their decompressed versions is negligible. This is due to the fact that lossless compression 

algorithms have been used for compressing audio files. This is a major advantage of the proposed compression 

algorithm. 
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Fig. 6. Graphical comparison of various parameters on application of different lossless compression algorithms on quantized audio files of different 
sizes 

Fig. 6 shows graphical comparison of various parameters when different lossless compression algorithms are 

applied to quantized audio files of three different sizes. The analysis can be done based on two different factors, viz, 

size of the original file to be compressed and step size used for quantization. 

The graphs in Fig. 6 have been plotted with SNR/Compression ratio/Compression time/Decompression time on the 

y-axis and step size used in uniform quantization of audio signals on the x-axis based on the values in Table 2, Table 3 

and Table 4. 

The graphs in the first row have been plotted based on the values in the third column of each table, i.e., SNR (in 

dB). It can be observed that the SNR is independent of the compression technique being because all the techniques are 

lossless in nature. Due to the aforementioned fact, the graphs in first row of Fig. 6 contain only single curves indicating 

the SNR due to all the compression techniques. 

The graphs in the second row have been plotted based on the values in the fourth column of each table, i.e., 

Compression Ratio. Similarly, the graphs in the third and fourth rows have been plotted based on the values in the fifth 

and sixth columns of each table respectively. 

3.1.  Analysis based on size of the original file to be compressed 

Analysis based on size of the original file to be compressed can be done by comparing the graphs in Fig. 6 in a 

horizontal manner. As we move from left to right analyzing graphs in each row of Fig. 6, the size of the files is 

increasing. 

Analysis of the graphs in the first row of Fig. 6 shows that SNR is independent of the compression algorithm used 

on a particular file as there is no loss of information due to compression but SNR depends on the size of the file being 

compressed. As the size of the file to be compressed increases, the SNR due to all the compression algorithms increases.  

Analysis of the graphs in the second row of Fig. 6 shows that the LZW coding algorithm when applied to the 

quantized audio files results in the best compression ratio followed by RLE algorithm. Huffman coding and arithmetic 

coding result in almost equal and worst compression ratios for the three files. Apart from LZW coding algorithm, the 

other three algorithms result in a file which requires more storage space than the original file. As the size of the file 

increases, the compression ratio first increases and then decreases a little. This is true for all the compression algorithms. 
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Analysis of the graphs in the third row of Fig. 6 shows that the LZW algorithm requires the highest amount of time 

for compressing the quantized audio files followed by arithmetic coding and Huffman coding. The RLE coding requires 

least compression time. The compression time increases with increase in the file size for all the compression algorithms. 

Analysis of the graphs in the fourth row of Fig. 6 shows that the RLE coding also requires least decompression 

time followed by LZW coding. The decompression time required in case of arithmetic coding and Huffman coding is 

higher. The decompression time increases with increase in the file size for all the compression algorithms. 

3.2.  Analysis based on step size used for quantization 

Analysis shows that SNR increases with increase in step size for all the compression algorithms. 

The LZW coding algorithm when applied to the quantized audio files results in the best compression ratio followed 

by RLE algorithm, Huffman coding and arithmetic coding. Only the LZW coding results in compression of a file with 

size more than 250 KB. For a file with size less than 250 KB, even LZW coding results in expansion rather than 

compression. As the step size increases, the compression ratio decreases, i.e., the compression ratio is maximum for a 

step size of 256 and minimum for a step size of 2048. This is true for all the compression algorithms. 

The LZW algorithm requires the highest amount of time for compressing the quantized audio files followed by 

arithmetic coding and Huffman coding. The RLE coding requires least compression time. The compression time 

increases with increase in step size for all the compression algorithms. 

The RLE coding also requires least decompression time followed by LZW coding. The decompression time 

required in case of arithmetic coding and Huffman coding is higher. The decompression time increases with increase in 

step size for all the compression algorithms. As the step size increases, the decompression time required for arithmetic 

coding becomes lesser than the decompression time required for Huffman coding. 

4.  Conclusions 

LZW coding gives the best compression among the four lossless compression algorithms but the time required for 

compression is higher than RLE coding. When the file is to be used by a user, the decompression time required by LZW 

coding is almost same as that required by RLE coding. Considering the above facts, it can be concluded that LZW 

coding is the best lossless compression algorithm for compressing audio files of large sizes. LZW coding can also be 

combined with DWT (Discrete Wavelet Transform) or DCT (Discrete Cosine Transform) or MDCT (Modified DCT) to 

get better compression ratios, thus becoming a potential alternative to MP3 audio compression algorithm. This alternate 

algorithm can be used to compress audio signals with higher compression ratio than the MP3 compression algorithm, 

thereby, overcoming the bandwidth constraints encountered while transmitting such audio signals through a 

communication channel. 
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