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Abstract: In the pavement crack segmentation task, the accurate pixel-level labeling for the fully supervised training of 
deep neural networks Deep Neural Networks (DNN) is challenging. Although cracks often exhibit low-level image 
characters in terms of edges, there might be various high-level background information based on the complex pavement 
conditions. In practice, crack samples containing various semantic backgrounds are scarce. To overcome these problems, 
we propose a novel method for augmenting the training data for DNN based crack segmentation task. It employs the 
generative adversarial network Generative Adversarial Networks (GAN), which utilizes a crack-free image, a crack image, 
and a corresponding image mask to generate a new crack image. In combination with an auto-encoder, the proposed GAN 
can be used to train crack segmentation networks. By creating a manual mask, no additional crack images are required to 
be labeled, and data augmentation and annotation are achieved simultaneously. Our experiments are conducted on two 
public datasets using five segmentation models to verify the effectiveness of the proposed method. Experimental results 
demonstrate that the proposed method is effective for crack segmentation. 
 
Index Terms: Pavement crack segmentation, auto-encoder, GAN, data augmentation, data annotation. 
 
 

1.  Introduction 

Cracks are one of the most common road diseases on highways, and they need to be identified and repaired in time to 
prevent them from worsening and posing a greater risk to driving safety. Compared to manual inspection, using a deep 
learning model is more efficient [1,2]. The success of deep learning models depends on a large amount of training data. 
However, the current situation is that we lack training data, leaving the model in a few-shot learning environment. In the 
case of very few training samples, existing machine learning and deep learning models generally cannot achieve good 
performance, and models trained with small samples are prone to over-fitting to small samples and under-fitting to the 
target task. The method of augmenting data can fundamentally solve the few-sample problem, and data generation is one 
of them. The objective is to generate diverse and informative samples from a small number of samples. Currently, GAN 
(Generative Adversarial Networks) and VAE (Variational Autoencoder) are the most commonly used data generation 
techniques [3]. 

The most widely used GAN-based network structures are DCGAN (Deep Convolutional Generative Adversarial 
Networks), BAGAN (Balancing Generative Adversarial Networks), CGAN (Conditional Generative Adversarial 
Networks), ACGAN (Auxiliary Classifier Generative Adversarial Networks) and so on [4,5,6,7]. Training these methods 
typically requires a large amount of data. It is not possible to generate realistic images when the amount of data is small, so 
the generated images cannot be used for training. The crack segmentation task still requires manual labeling, even if the 
data generated is similar to the real data. It is very time-consuming and requires expertise in related fields to manually label 
pavement cracks. In contrast, our method does not require any annotation of the newly generated data.
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Based on the labeled data, our method can generate corresponding crack images on the crack-free pavement 
according to the given label. Although the number of original images is relatively small, the generated crack images can 
contribute to improving the segmentation model. The generated pavement image and the given label make a pair of 
training data. Following the generation of the new data, we can directly use it without labeling it for training. 

The proposed method is essentially divided into four steps: First, the use of an autoencoder, which generates high-
dimensional features of real images. Its decoder is responsible for decoding the high-dimensional features generated by the 
FeatureGAN into images. Secondly, processing the pavement image with Gaussian noise. Thirdly, processing the 
pavement image with FeatureGAN. During the second step, the pavement image is processed with a Gaussian-noise patch 
and the remainder of the patch is crack-free - which makes the input to the generator. The output of the generator and the 
input of the discriminator are not images, but rather high-dimensional features. The fourth step is to create images. In our 
GAN, the final images are not directly generated, so a decoding procedure is required to generate images. In this step, the 
decoding part of the autoencoder is utilized. Our method converts a preprocessed image into a real crack image. The crack 
region is created by transforming the Gaussian noise region. Therefore, it is not required to label the generated image, as its 
mask is the one used during preprocessing. Moreover, the correspondence between the generated pavement image and its 
mask is more precise when compared with manual annotation. FeatureGAN alleviates the difficulty of fitting in the direct 
end-to-end image generation process. Compared with the end-to-end methods, our method provides more realistic images. 

The main contributions of this paper are: 
(1) We propose a dedicated GAN-based method for generating pavement crack images. The images generated by our 

method conform to human intuition and can improve the performance of segmentation models in the task of pavement 
crack segmentation. Our method does not require additional annotations on the generated images. Data augmentation and 
annotation are implemented simultaneously. 

(2) We introduce an autoencoder in the training process of GAN, which improves the effectiveness compared with 
using GAN alone.  

(3) Extensive experiments are performed to test the efficiency of the proposed method on the public databases. The 
popular segmentation methods are applied to validate the performance improvement by using the generated images. 

In Section 2, we review previous studies. In Section 3, we introduce the details of the proposed method. In Section 4, 
we conduct comparative experiments on five different segmentation networks to measure the effectiveness of our method. 
In Section 5, we demonstrate the effectiveness of the main part of our approach through ablation studies. Finally, in 
Section 6 we conclude the paper. 

2.  Previous Studies 

2.1. Few-shot learning 

Machine learning tends to perform poorly when the amount of training data is rare [8,9]. The fundamental problem 
of few-sample learning is that the amount of target task data is not enough, and it is difficult to train a robust learning 
model. Therefore, augmenting the data can greatly help to solve the few sample problems [10]. Currently, widely used 
methods of data augmentation include traditional data augmentation methods (such as rotation, translation, scaling, etc.) 
[11,12]; splicing different foreground and background to generate diverse images [13,14,15]; using unlabeled or 
insufficiently labeled data [16,17]; image generation methods (e.g. GAN, VAE) [3,4,18], which generate diverse images 
or features. 

The Mixup algorithm uses a linear interpolation of feature vectors to mix two samples, to achieve the purpose of 
expanding the training distribution [13]. The method adopted in Cutout randomly discards a square area of an image 
and adds such samples in training to improve the robustness and performance of the neural network [14]. However, 
Sangdoo Yun et al. proposed Cutmix which does not drop a certain area directly, since it may lead to information loss 
and low efficiency during training [15]. So in Cutmix, a different strategy from cutout is adopted: two samples are first 
blended by linear interpolation like Mixup, and then the removed regions are replaced with patches from the other 
image, rather than discarding directly. The Synthetic Minority Over-sampling Technique (SMOTE) algorithm use 
points that are close to the few samples in the feature space as new samples [19]. In semi or weakly supervised 
scenarios, data that is not fully annotated can also be used to train the model [16,17]. The most common image 
generation methods are based on GAN and VAE [3,18]. The idea of GAN and VAE is to generate new samples that are 
consistent with the distribution of real data by learning the distribution of images. 

2.2. Generating images end-to-end with GAN 

Goodfellow et al. proposed GAN in 2014. The structure is divided into two parts: the generator and the 
discriminator. Since the noise input into the generator is completely random, the generated images are also highly 
random. To control the category of the output image, CGAN, and ACGAN are proposed [5,6]. They control the 
categories of images produced by the generator by adding information representing the category to the input random 
noise. The GAN network structure has the problems of low training efficiency and instability. To this end, Alec Radford 
et al. proposed DCGAN, which combines GAN and CNN to improve the quality of GAN-generated images and the 
stability of training [4]. Martin Arjovsky et al. proposed WGAN, which further improves the stability of training, solves 
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the problem of mode collapse during GAN training and provides a reference value that can indicate the quality of the 
training process. Ishaan Gulrajani et al. proposed gradient penalty in WGAN-gp to improve the parameter truncation 
method in WGAN to satisfy 1-Lipschitz [20,21]. The above methods all start from random noise to generate images, 
and the generated images are uncertain and lack authenticity. To improve image quality, Ashish Shrivastava et al. 
proposed simGAN, which optimizes synthetic images to improve their authenticity [22]. In this paper, the proposed 
method transforms the task of fitting the pixel distribution of ordinary GANs into the task of fitting high-dimensional 
feature distributions, which can provide better detail and realism for the final generated images. 

2.3. Augmentation based on deep features 

It is difficult to obtain an effective image by completely using random noise as input, especially when the image 
has more details. Generation and conversion are easier when two images belong to the same image distribution or two 
close image distributions [23]. According to the principle of domain risk minimization, the SMOTE algorithm searches 
the sample space for samples in the area around the known small samples to obtain new samples [19]. Paul Upchurch et 
al. proposed that augmentation to images of the desired class can be achieved by performing high-level semantic 
transformation using simple linear interpolation of depth-wise convolutional features from pre-trained convolutions to 
convert one class of images to another. Antreas Antoniou et al. proposed DAGAN [24], which can increase the number 
of images in this category by inserting noise into the depth features of the image, and then making the image transform 
without changing its category. In the DAGAN framework, instead of taking category information and a noise vector as 
input, the generator is essentially an auto-encoder: it encodes an existing image, adds noise, and then decodes it. These 
methods are all based on the same distribution, using real data to generate new data. Yulin Wang et al. proposed to find 
a semantically meaningful direction in the feature space, and moving the depth feature of the image along this direction 
can change the original semantics of its attributes, thereby realizing semantic data augmentation [25]. This method does 
not generate training samples explicitly, but only augments the training set with deep features. Like most current data 
augmentation methods, these methods are easily applied to image classification tasks. Because they are all based on 
image category information, additional manual annotation is still unavoidable in the segmentation task to obtain the 
masks of the generated images. Our method uses masks to preprocess the image so that the generated image is obtained 
based on the same mask used in the preprocessing, and no additional manual annotation is required after the final image 
is generated. 

3. The Proposed Method 

According to the vicinal risk minimization, the conversion between two similar image distributions will be more 
acceptable [26]. Our proposed method exploits two distributions: images with cracks and images without cracks. We 
can think of the crack region dividing the pavement image into these two distributions. If we generate a crack image 
directly from a crack-free image, it is hard to put constraints on the location and width of the cracks. So to control these 
two factors, we need to find an intermediate state, which not only contains constraints on cracks but also approximates 
the distributions with and without cracks. 

 

 
Fig.1. The overall structure of our method. It is mainly composed of four parts: a. Autoencoder, b. Image preprocessing, c. FeatureGAN network, d. 
Image generation. 
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For the general GAN structure, it is difficult to train. To make the GAN network easier to train, we divided the 
original GAN model into two parts: 1) The encoder of the discriminator and the decoder of the generator form an 
autoencoder. 2) The remaining parts of the generator and the discriminator form a new GAN model. The training is also 
divided into two parts: 1) Training the autoencoder. 2) Training the new GAN model.  

In this section, we introduce the steps and details of our method. The overall relational structure of our network is 
shown in Fig.1., which consists of four parts: 1) image preprocessing, 2) training autoencoder, 3) training GAN network, 
and 4) image generation. The result of preprocessing is used as the input of the generator to generate high-dimensional 
features that are close to the true distribution. The encoder of autoencoder is used to encode real images into high-
dimensional features. These two high-dimensional features are used as the input of the discriminator, respectively. 

3.1. Autoencoder  

An autoencoder includes two parts: encoder and decoder. Given the input x ∈ 𝒳𝒳 and the feature space h ∈ ℱ, the 
autoencoder solves the mapping A (encoder) and B (decoder) to minimize the reconstruction error of the input feature 
[27]: 

 
A, B = arg min

A,B
∥ 𝑥𝑥 − 𝐵𝐵[𝐴𝐴(𝑥𝑥)] ∥1                                                              (1) 

 
where A is the mapping from 𝒳𝒳 to ℱ, B is the mapping of ℱ to 𝒳𝒳, x∼ X. 

The structure of our autoencoder comes from CartoonGAN’s generator [28]. We remove the Residual blocks, 
replace the 7*7 convolutional layers with three 3*3 convolutional layers, and replace InstanceNorm with BatchNorm.  
The structure of the autoencoder is shown in Fig.2. After an input cracked road image is encoded by the encoder, high-
dimensional features of size 4 × N × H

4
× W

4
  are obtained, and then the reconstructed image is decoded by the decoder. 

 

 
Fig.2. The structure of the autoencoder and the process of encoding and reconstructing road crack images using the autoencoder. The input is a real 
road image with cracks, which is encoded to obtain high-dimensional features, and then the high-dimensional features are decoded to obtain a 
reconstructed image. 

3.2. Image preprocessing 

Usually, when the number of original images is limited, the use of Gaussian noise as the input to generate the 
image will lead to the low quality of the generated image. Due to the high texture details in the real images, it is difficult 
for neural networks to well fit the difference between the Gaussian noise and the real images. Through preprocessing, a 
distribution close to the real image can be artificially obtained.  The preprocessing process for cracked images used for 
network training is shown in Fig.3. According to the corresponding mask, the crack area of the original real image is 
covered with Gaussian noise, which leads to a synthetic image Ig. 

 

 
Fig.3. Preprocess real pavement images with cracks. 
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Based on the CRACK500 dataset, the general distribution of images is analyzed using the PCA method [29,30]. 
Due to limited computing resources, not all images can be used. Therefore, 100 original images are randomly selected 
from the crack images, Gaussian noise images, and Ig. The results figure of analyzing the images using the PCA are 
shown in Fig.4. As shown in Fig.4., the Ig is similar to the real image relative to the Gaussian noise. 

 

 
Fig.4. Data distribution plots of Gaussian noise images, real images, and Ig by using PCA. Red dots: Gaussian noise images. Yellow dots: real images. 
Purple dots: Ig. 

3.3. FeatureGAN 

FeatureGAN is used to map the Ig into high-dimensional features in the real feature space. The overall structure of 
the FeaturenGAN network is the same as the general GAN structure, including a generator and a discriminator. The 
difference is that the generator of FeatureGAN does not generate the final image, and it only outputs a high-dimensional 
feature. Correspondingly, the discriminator is used to judge the authenticity of high-dimensional features. As shown in 
Fig.5., we take the high-dimensional features generated by the generator and the encoder as the inputs of the 
discriminator, respectively, and then the discriminator outputs the respective discrimination results. The settings of 
some layers refer to CartoonGAN. For example, keeping the original activation layer unchanged, use ReLU and 
LeakyReLU, replacing the 7*7 convolutional layer with three 3*3 convolutional layers, adding Residual blocks to the 
discriminator, and adding Convolutional Block Attention Module (CBAM) to some Residual blocks [31]. 

 

 
Fig.5. The structure of the GAN framework. The input for the generator is Ig and the output is high-dimensional features. The discriminator requires 
two inputs: high-dimensional features of the generator outputs, and the high-dimensional features of real images, which are obtained from the output 
of the encoder of the autoencoder. 

The loss function of our GAN network refers to the loss function of WGAN-gp. The loss function used by 
WGAN-gp is defined in Eq. (2): 
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𝐿𝐿 = 𝑚𝑚𝑚𝑚𝑚𝑚
𝐺𝐺

𝑚𝑚𝑚𝑚𝑚𝑚
𝐷𝐷𝐸𝐸𝑥𝑥�∼𝑃𝑃𝑔𝑔

[𝐷𝐷(𝑥𝑥�)] − 𝐸𝐸𝑥𝑥∼𝑃𝑃𝑟𝑟[𝐷𝐷(𝑥𝑥)] + 𝜆𝜆1𝐸𝐸𝑥𝑥�∼𝑃𝑃𝑥𝑥�[(∥ 𝛻𝛻𝑥𝑥�𝐷𝐷(𝑥𝑥�) ∥2− 1)2]                                 (2) 

 
where 𝐺𝐺 represents the generator and 𝐷𝐷 represents the discriminator. In WGAN-gp, 𝑃𝑃𝑔𝑔 represents the distribution of 
image data generated by the generator, 𝑃𝑃𝑟𝑟 represents the distribution of real image data, 𝑃𝑃𝑥𝑥�  represents the distribution 
obtained by sampling from 𝑃𝑃𝑟𝑟 and 𝑃𝑃𝑔𝑔 once, and then doing random sampling again on the line connecting the two points. 
The default value of 𝜆𝜆1 is 10.  

The generator is not directly used to generate images in our method. Image x in the original loss function is 
replaced with its corresponding high-dimensional features. In addition, the input Ig and the real image is paired. To 
make the generator fit the distribution of Ig to the distribution of real image faster, we add the content loss to the loss 
function. Therefore, the loss function is defined in Eq. (7): 

 
 𝐿𝐿(𝐺𝐺 ,𝐷𝐷) = 𝑚𝑚𝑚𝑚𝑚𝑚

𝐺𝐺
𝑚𝑚𝑚𝑚𝑚𝑚
𝐷𝐷

𝐸𝐸ℎ�∼𝑃𝑃𝑔𝑔 �𝐷𝐷�ℎ��� − 𝐸𝐸ℎ∼𝑃𝑃𝑟𝑟[𝐷𝐷(ℎ)] + 𝜆𝜆2𝐸𝐸ℎ�∼𝑃𝑃ℎ� ��∥ 𝛻𝛻ℎ�𝐷𝐷�ℎ
�� ∥2− 1�

2�                           (3) 
 

ℎ� = 𝐺𝐺(𝑥𝑥�), 𝑥𝑥� ∼ 𝑃𝑃𝑥𝑥�                                                                                 (4) 
 

 ℎ = 𝐴𝐴(𝑥𝑥),𝑥𝑥 ∼ 𝑃𝑃𝑥𝑥                                                                                (5) 
 

𝐿𝐿𝑐𝑐𝑐𝑐𝑐𝑐 =∥ ℎ� − ℎ ∥2                                                                                (6) 
 

𝐿𝐿 = 𝐿𝐿(𝐺𝐺 ,𝐷𝐷) + 𝐿𝐿𝑐𝑐𝑐𝑐𝑐𝑐 = 𝑚𝑚𝑚𝑚𝑚𝑚
𝐺𝐺

𝑚𝑚𝑚𝑚𝑚𝑚
𝐷𝐷

𝐸𝐸ℎ�∼𝑃𝑃𝑔𝑔 �𝐷𝐷�ℎ��� − 𝐸𝐸ℎ∼𝑃𝑃𝑟𝑟[𝐷𝐷(ℎ)] + 𝜆𝜆2𝐸𝐸ℎ�∼𝑃𝑃ℎ� ��∥ 𝛻𝛻ℎ�𝐷𝐷�ℎ
�� ∥2− 1�

2�+∥ ℎ� − ℎ ∥2   (7) 
 
where G represents the generator, D represents the discriminator, and A represents the encoder in the autoencoder. The 
image distribution obtained after preprocessing is denoted by Px� . Px  is the real image distribution, Pg is the high-
dimensional feature distribution output by the generator, and Pr  is the high-dimensional feature distribution 
corresponding to the real image. Similar to WGAN-gp, Ph� represents the distribution obtained by sampling from Pg and 
Pr each, and then doing random sampling again on the line connecting the two points. The value of λ2  used in the 
experiments is 0.1. 

To generate cracks on crack-free images, except for adding Gaussian noise to the crack area, we don’t need to 
modify other areas - because they contain the information of real pavement. To make the generator focus on the regions 
with Gaussian noise, we add an attention mechanism - CBAM into the network. The residual block structure used in the 
generator is shown in Fig.6. There are two 3*3 convolutional layers in the block, and this module does not change the 
shape of the input feature map. The structure of the attention mechanism in the residual block is shown in Fig. 7. The 
Attention layer contains a Convolutional Block Attention Module. There are two parts: the Channel Attention Module 
(CAM) and the Spatial Attention Module (SAM) [31]. While CBAM is a mixed attention mechanism module, which 
combines the spatial and the channel attention. Compared with the attention mechanism module that only focuses on 
one side, it takes both sides into account and achieves better results. In CAM, the input feature maps are sent into the 
shared convolutional layer after max pooling and average pooling, respectively. Then the feature maps from the shared 
convolutional layer are added. They are activated with sigmoid and multiplied with the input features. The output of the 
CAM is used as the input of the SAM. SAM performs mean pooling and maximum pooling respectively on the feature 
map in the channel dimension. Then we take the cancat and convolution operations. Finally, it is activated through a 
Sigmoid function and multiplied with the channel attention feature for the spatial attention feature map. 

 

 
Fig.6. The structure of the residual block. 
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Fig.7. The structure after adding CBAM to the residual block. CAM refers to Channel Attention Module, SAM refers to Spatial Attention Module. 
The feature map will not change its original shape after going through CAM and SAM. 

3.4. Image generation 

Since the generator produces a high-dimensional feature that is close to the real distribution image, we need to 
design a decoder for the autoencoder to output the high-dimensional feature as the desired image. So far, we have 
completed the entire process of generating images. The process of generating cracked images using crack-free images 
and existing masks is shown in Fig.8. Firstly, we select a crack-free image and a mask image to obtain the 
corresponding Ig. Then, Ig  is send into the trained generator to obtain high-dimensional features, which are finally 
decoded by the decoder of the autoencoder and mapped to the pixel space to obtain a cracke image. The crack region 
corresponds to the crack objects in the mask image. In this way, we can obtain a set of images that can be used for 
segmentation training without additional annotations to the generated images. 

 

 
Fig.8. The process of generating crack images based on crack-free images and existing masks. The generated image and the mask image used in 
preprocessing can be used as training data for semantic segmentation. 

4. Experiments 

In this section, we will experiment with our method on two datasets, CRACK500 and GAPS384, and evaluate on 
five different segmentation models: FCN, Segnet, Enet, DeepCrack, and U2-Net† [32,33,34,35,36]. 

4.1. Datasets 

• CRACK500 is originally collected by the authors of Feature Pyramid and Hierarchical Boosting Network for 
Pavement Crack Detection [30]. We crop each image without repetition to obtain 1061 images without cracks and 3185 
training images with cracks. Due to limited computational resources, we randomly selected 10% of the images 
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containing cracks. That is, we use 318 cracke images to train our networks. The cropped validation set has 2461 images, 
and we randomly select 247 images as the validation set for evaluating the segmentation model. 

• GAPS384 consists of 384 images selected from the GAPS dataset by the authors of Feature Pyramid and 
Hierarchical Boosting Network for Pavement Crack Detection, each image size is 1920*1080 [30,37]. Due to limited 
computing resources, we crop each image into 12 non-repetitive regions to obtain 4,608 images and remove some 
images with most of the regions being manhole covers. Among them, there are 1,259 images with cracks in the training 
set, and the test set and validation set are combined. And there are 102 cracke images in the validation set. There are 
3221 images without cracks. 

4.2. Networks 

To test the effectiveness of the image data generated by our method, we selected five segmentation network 
models for experiments. In the context of our experiments, we do not care about the original performance of these 
segmentation models on the dataset but focus on whether the relative metrics of the segmentation models can be 
improved after adding our data into the original training set. 

• FCN is used for image semantic segmentation, extending image-level classification to pixel-level classification, 
and can use supervised training to predict the category of each pixel. It changes the final FC layer of VGG to a conv 
layer, where the up-sampling layer enables the network to perform pixel-level classification. We are using FCN-8S.  

• Segnet consists of an encoding network and a corresponding decoding network. The encoder does not use a fully 
connected layer and performs convolution like FCN, so it is a lightweight network with fewer parameters[38].  

• Enet is a real-time semantic segmentation network structure that uses an asymmetric Encoder-Decoder structure 
to reduce the amount of parameters. The model architecture consists of an initial block and five bottlenecks. The first 
three bottlenecks are used to encode the input image and the other two are used to decode the input image.  

• Zou et al. built a DeepCrack network for ground crack detection. In this model, the multi-scale depth-wise 
convolutional features learned in the hierarchical convolution stage were fused to capture fine crack structure. 

•𝑈𝑈2-Ne𝑡𝑡† is a relatively smaller version, with fewer filters than the ordinary U2-Net network [36]. U2-Net is a 
network structure based on Unet. The author refers to FPN and Unet [39,40]. It has achieved good results for 
segmenting the objects and also has good real-time performance. 

4.3. Evaluate Metric 

To evaluate the segmentation effect, we adopt two commonly used segmentation evaluation metrics: IOU 
(Intersection over Union) and F-measure [41]. IOU is the ratio of the coincident area of the actual area and the predicted 
area to the overall area of the two areas (in Eq. (8)). The maximum value is 1 and the minimum value is 0. The F-
measure is based on the harmonic mean of Recall and Precision [42, 43] (in Eq.(11)). 

 
IOU = TP

FN+FP+TP
                                                                                   (8) 

 
 Precision = TP

TP+FP
                                                                                 (9) 

 
 Recall = TP

TP+FN
                                                                                 (10) 

 
 F −mearsure = 2 × Precision×Recall

Precision+Recall
                                                               (11) 

 
where TP, FN, and FP represent True Positives, False Negative, and False Positive, respectively. 

4.4. Results  

We set up three training sets: original real training set, original real training set with image data augmented by 
traditional methods, and original real training set with image data augmented by our method. They are denoted as R, 
R+C, and R+ours, respectively. Traditional enhancement methods refer to color transformations and rotations. The 
parameters of the color transformation method are set as: the random selection range of brightness, contrast, and 
saturation are in [0.5, 1.5], the random selection range of hue is in [-0.1, 0.1], and the rotation angle is 90, 180, 270, and 
360. 
4.4.1. Results on CRACK500 Dataset  

Experiments on the CRACK500 dataset. The real training set we used has 318 images and the validation set has 
247 images. 701 images are augmented for it using the traditional method and our method, respectively. Three training 
sets were obtained: R: 318 images, R+C: 1019 images, and R+ours: 1019 images. These three training sets are used for 
training separately on FCN, Segnet, Enet, DeepCrack, 𝑈𝑈2-Ne𝑡𝑡†. In the training process of each network, except for the 
different training sets, other settings are the same, such as training times, network hyperparameters, learning rate, etc. 
After the training is completed, the indicators are tested on the same validation set, that is, the real image validation set. 
The test results of the indicators are shown in Table 1. and Table 2. Compared with using only real images as the 
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training set, using our method can increase the IOU of FCN, Segnet, Enet, DeepCrack, and 𝑈𝑈2-Ne𝑡𝑡† segmentation by 
3.24%, 4.83%, 3.43%, 4.95%, and 2.07%, respectively. F-measure increased by 2.95%, 4.59, 3.02%, 4.58%, and 1.91% 
respectively. Compared with traditional data augmentation methods, our method also brings more improvement in 
metrics. Compared with training on R+C, training on R+Ours can improve the IOU of FCN, Segnet, Enet, DeepCrack, 
𝑈𝑈2-Ne𝑡𝑡†segmentation by 1.98%, 1.22%, 1.01%, 1.13%, 1.08%, F-measure increased by 1.87%, 1.27%, 1.01%, 0.47%, 
and 0.98% respectively. 

Table 1. IOU performance achieved on CRACK500 by five semantic segmentation methods using R, R+C, and R+Ours respectively. 

Segmentation 
architectures  

 R   R+C  R+Ours  

 FCN  0.4555   0.4681   0.4879  

Segnet   0.4673   0.5034   0.5156  

Enet  0.4727   0.4969   0.5070 

DeepCrack   0.4360   0.4742   0.4855  

𝑈𝑈2-Ne𝑡𝑡†  0.5158   0.5257   0.5365 

Table 2. F-measure performance achieved on CRACK500 by five semantic segmentation methods using R, R+C, and R+Ours respectively.    
Segmentation 
architectures  

 R   R+C  R+Ours  

 FCN  0.5994   0.6102   0.6289  

Segnet   0.6092   0.6424   0.6551  

Enet   0.6144   0.6365   0.6466 

DeepCrack   0.5733   0.6144   0.6191  

𝑈𝑈2-Ne𝑡𝑡†  0.6545   0.6638   0.6736 

4.4.2 Results on GAPS384 Dataset 

Experiments are performed on the GAPS384 dataset. The real training set we used contains 1259 images and the 
validation set contains 102 images. 1307 images are augmented using traditional methods and our method, respectively. 
Three training sets are set as: R: 1259 images, R+C: 2566 images, and R+ours: 2566 images. These three train sets are 
used to train FCN, Segnet, Enet, DeepCrack, 𝑈𝑈2-Ne𝑡𝑡† respectively. We keep the environment and parameter settings 
for each training of the same network unchanged, and then the metrics are evaluated on the same validation set. The test 
results of the indicators are shown in Table 3. and Table 4. Since the cracks in the images in CRACK500 are wider and 
more obvious, while the cracks in the images in GAPS384 are thin and dimly lit, the segmentation results on the 
GAPS384 dataset are worse than those on CRACK500. Compared with the case of using only real images as the 
training set, using our method can increase the IOU results of FCN, Segnet, Enet, DeepCrack, 𝑈𝑈2-Ne𝑡𝑡† by 10.37%, 
4.68%, 4.77%, 14.92%, 4.11%, and F- measure is increased by 12.45%, 3.73%, 5.63%, 19.98%, and 4.44% respectively. 
Besides, our method is more efficient than traditional methods. Compared with traditional methods, the IOU of FCN, 
Segnet, Enet, DeepCrack, and 𝑈𝑈2-Ne𝑡𝑡† are increased by 1.42%, 5.16%, 3.17%, 6.66%, and 1.39%, and F-measure by 
1.42%, 4.66%, 3.73%, 8.51%, and 1.96%. 

Table 3. IOU results achieved on GAPS384 by five semantic segmentation methods using R, R+C, and R+Ours, respectively. 

Segmentation 
architectures  

 R   R+C  R+Ours  

 FCN  0.2309   0.3204   0.3346  

Segnet  0.2910   0.2862   0.3378  

Enet   0.3086   0.3246   0.3563 

DeepCrack   0.0932   0.1758   0.2424  

𝑈𝑈2-Ne𝑡𝑡†  0.3521   0.3793   0.3932 

Table 4. F-measure results achieved on GAPS384 by five semantic segmentation methods using R, R+C, and R+Ours, respectively.   

  Segmentation 
architectures  

 R   R+C  R+Ours  

 FCN  0.3566   0.4669   0.4811  

Segnet   0.4206   0.4113  0.4579  

Enet   0.4414   0.4604   0.4977 

DeepCrack   0.1536   0.2683   0.3534  

𝑈𝑈2-Ne𝑡𝑡†  0.4908   0.5156   0.5352  
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From the results in Table 1, Table 2, Table 3, and Table 4, we can see that after adding the enhanced data, the 
effects of the five segmentation models are improved to varying degrees, and our method is better than the traditional 
method. Since there is a single type of road in GAPS384, while there are many types of roads in the CRACK500 dataset, 
we observe that the results obtained from the experiments on the GAPS384 dataset are improved more. 
4.4.3 Qualitative results 

In this section, we will show the segmentation results produced by the DeepCrack segmentation network. In the 
same environment, we use the three training sets of R, R+C, and R+Ours to train DeepCrack, and then get the results of 
segmentation on the validation set. The results of the experiments on the CRACK500 dataset are shown in Fig.9. As can 
be seen from Fig.9., the network trained with the images generated by our method can have a better effect on the finer 
crack area, and the segmentation details are more accurate. The results of the experiments on the GAPS384 dataset are 
shown in Fig.10. It can be seen from Fig.10. that if data augmentation is not used, the trained network segmentation 
effect is very poor, and it is almost impossible to recognize such very thin cracks. Both the traditional data 
augmentation method and our data augmentation method can improve the segmentation performance of the network. 
The network trained with R+Ours can identify more crack regions. 

 

 
Fig.9. Visual effects of experiments on the CRACK500 dataset using DeepCrack. (a) original image, (b) ground truth, (c) segmentation result of the 
network trained with R (d) segmentation result of the network trained with R+C, and (e) segmentation result of the network trained with R+Ours. 

 
Fig.10. Visual effects of experiments on the GAPS384 dataset using DeepCrack. (a) original image, (b) ground truth, (c) segmentation result of the 
network trained with R, (d) segmentation result of the network trained with R+C, and (e) segmentation result of the network trained with R+Ours. 

5. Ablation Study 

In this section, we perform experiments on the CRACK500 dataset to verify the effects of each part of the 
proposed method, which include (1) The role of generating cracks on crack-free images, (2) The using of disassembled 
autoencoder from GAN to assist training, (3) The using of attention mechanism, (4)The role of using GAN after 
preprocessing. 

5.1. The effects of creating cracks on crack-free images 

We take the real crack and crack-free images together as a training set, denoted as R+𝑅𝑅∗, to train the segmentation 
network. The ground truth of the crack-free image is an all-black image. The joined images are from the 701 crack-free 
images used during the preprocessing in Section 4.4.1. FCN, Segnet, ENET, DeepCrack, 𝑈𝑈2-Ne𝑡𝑡† are trained separately, 
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and then IOU and F-measure metrics are tested in the validation set. The parameter settings of the segmentation 
network and the validation set are the same as those used in Section 4.4.1. The test indicators are shown in Table 5. and 
Table 6. By adding crack-free images, it produces a negative effect on the segmentation effect of FCN, ENET, and 𝑈𝑈2-
Ne𝑡𝑡†. The IOU results of Segnet and Deepcrack segmentation are increased by 1.72% and 1.04%, respectively, and the 
F-measure is increased by 1.18% and 0.91%, respectively. They are not as good as the traditional method and our 
method. 

Table 5. IOU performance achieved on CRACK500 by five semantic segmentation mthods using R, R+𝑅𝑅∗, R+C, and R+Ours respectively.    

Segmentation 
architectures  

 R  R+𝑅𝑅∗  R+C  R+Ours  

 FCN  0.4555 0.4386   0.4681   0.4879  

Segnet   0.4673  0.4845  0.5034   0.5156  

Enet   0.4727   0.4450   0.4969   0.5070 

DeepCrack   0.4360 0.4464   0.4742   0.4855  

𝑈𝑈2-Ne𝑡𝑡†  0.5158   0.4654   0.5257   0.5365 

Table 6. F-measure performance achieved on CRACK500 by five semantic segmentation methods using R, R+𝑅𝑅∗, R+C, and R+Ours respectively. 
Segmentation 
architectures  

 R  R+𝑅𝑅∗  R+C  R+Ours  

 FCN  0.5994  0.5811   0.6102   0.6289  

Segnet   0.6092  0.6210   0.6424   0.6551  

Enet   0.6144   0.5877  0.6365   0.6466 

DeepCrack   0.5733  0.5824   0.6144   0.6191  

𝑈𝑈2-Ne𝑡𝑡†  0.6545   0.5987   0.6638   0.6736 

5.2. Use the disassembled autoencoder from GAN to assist in training 

We first add the decoder from our autoencoder to the generator, and the encoder to the discriminator, which makes 
a GAN network in the general form. The input to the generator is Ig and the output is the generated crack image. The 
input to the discriminator is the real crack image or the generated crack image. The loss function adopts the loss 
function of the original WGAN-gp. Gradient penalty weight 𝜆𝜆1=0.1. Both the generator and discriminator learning rates 
are set to be 2e-4, and the batch size is set to be 8. The images obtained after training for 1500 epochs are shown in 
Figure 11(b). The GAN network is kept under the same training parameters, and we disassemble the autoencoder from 
the original network to assist the training. The results are shown in Fig.11.(c). It can be seen that the images generated 
by our method produce better visual effects. This is the reason why we use the generator of the proposed method for 
generating feature map instead of the crack image. 

 

 
Fig.11. Results obtained using the general GAN structure and our GAN structure training. (a) Ig, (b) results generated by training on general GAN 
architecture, (c) results generated by training on our GAN architecture. 

In this general GAN form, 701 images are generated and added to the real image, denoted as R+G. R+G is used to 
train FCN, Segnet, ENET, DeepCrack, and 𝑈𝑈2-Ne𝑡𝑡† respectively. The training and validation strategies are the same as 
in Section 4.4.1. The experimental results are shown in Table 7. and Table 8. After the images obtained using the 
general GAN structure are added to the training, the segmentation result shows a negative effect in FCN, Segnet, ENet, 
and DeepCrack. The improvement of IOU and F-measure for 𝑈𝑈2-Ne𝑡𝑡† segmentation is only 0.31% and 0.49%. 
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Table 7. IOU performance achieved on CRACK500 by five semantic segmentation methods using R, R+G, R+C, and R+Ours respectively. 

Segmentation 
architectures  

 R  R+G  R+C  R+Ours  

 FCN  0.4555 0.4490   0.4681   0.4879  

Segnet   0.4673  0.4288  0.5034   0.5156  

Enet   0.4727   0.4246   0.4969   0.5070 

DeepCrack   0.4360 0.4353   0.4742   0.4855  

𝑈𝑈2-Ne𝑡𝑡†  0.5158   0.5189   0.5257   0.5365 

Table 8. F-measure performance achieved on CRACK500 by five semantic segmentation methods using R, R+G, R+C, and R+Ours respectively.    

  Segmentation 
architectures  

 R  R+G  R+C  R+Ours  

 FCN  0.5994  0.5911   0.6102   0.6289  

Segnet   0.6092  0.5729   0.6424   0.6551  

Enet   0.6144   0.5676  0.6365   0.6466 

DeepCrack   0.5733  0.5720   0.6144   0.6191  

𝑈𝑈2-Ne𝑡𝑡†  0.6545   0.6594   0.6638   0.6736 

5.3. Using the attention mechanism 

We train the network with all attention layers removed and retain attention layers under the same conditions. 
Gradient penalty weight λ2=0.1. Both the generator and discriminator learning rates are set to be 2e-4, and the batch 
size is set to 8. The visualization of the attention map and its effects are shown in Fig.12. In experiments, it can be 
found that after adding the attention mechanism, the crack area of the generated image contains more details. The 
content of the crack region of the image generated without the attention mechanism is relatively plain. 

 

 
Fig.12. Visualization of the attention maps and their effects: (a) images obtained by preprocessing (b) the attention maps of the generator (c) the 
results obtained by adding CBAM (d) the results obtained without CBAM. 

The 701 cracked pavement images generated by the network without the attention layer and the real images are 
used as the training set, denoted as R+W. FCN, Segnet, Enet, DeepCrack, 𝑈𝑈2-Ne𝑡𝑡† are trained on this training set. Then 
we test IOU and F- measure. The Ig, the training, and the validation processes are the same as those used in Section 
4.4.1. The verified index results are shown in Table 9. and Table 10. Compared with the original training set, the 
network-enhanced data without using the attention layer increases the IOU of FCN, Segnet, DeepCrack, and 𝑈𝑈2-Ne𝑡𝑡† 
segmentation results by 1.19%, 2.87%, 2.36%, 0.12%, and F-Measure increased by 0.99%, 2.60%, 2.44%, and 0.07% 
respectively. The improvement effect is not as good as the traditional augmentation method and the network that retains 
the attention layer. And the IOU and F-Measure of the Enet segmentation results are reduced by 1.40% and 1.33%, 
respectively. 
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Table 9. IOU performance achieved on CRACK500 by five semantic segmentation methods using R, R+W, R+C, and R+Ours respectively.    

Segmentation 
architectures  

 R  R+W  R+C  R+Ours  

 FCN  0.4555 0.4674   0.4681   0.4879  

Segnet   0.4673  0.4960  0.5034   0.5156  

Enet   0.4727   0.4587   0.4969   0.5070 

DeepCrack   0.4360 0.4596   0.4742   0.4855  

𝑈𝑈2-Ne𝑡𝑡†  0.5158   0.5170   0.5257   0.5365 

Table 10. F-measure performance achieved on CRACK500 by five semantic segmentation methods using R, R+W, R+C, and R+Ours respectively.    

Segmentation 
architectures  

 R  R+W  R+C  R+Ours  

 FCN  0.5994  0.6093   0.6102   0.6289  

Segnet   0.6092  0.6352   0.6424   0.6551  

Enet   0.6144   0.6011  0.6365   0.6466 

DeepCrack   0.5733  0.5977   0.6144   0.6191  

𝑈𝑈2-Ne𝑡𝑡†  0.6545   0.6552   0.6638   0.6736 

5.4. The role of using GAN after preprocessing 

We take Ig  used in Section 4.4.1 as extra training samples. The mask corresponding to each image is the 
corresponding mask in the preprocessing. Now, the entire training set is denoted as R+Ig.  We use it to train FCN, 
Segnet, ENET, DeepCrack, and 𝑈𝑈2-Ne𝑡𝑡† respectively. Except for the different training set, other settings are the same 
as Section 4.4.1. The test results are shown in the Table 11. and Table 12. The results show that adding Ig directly to the 
training set does not bring about a significant improvement. Conversely, the metrics for Segnet, Enet, and 𝑈𝑈2 -
Ne𝑡𝑡†declined. In particular, the IOU of 𝑈𝑈2-Ne𝑡𝑡† dropped to 2.26%, and F-measure dropped to 4.32%. This suggests 
that using GAN after preprocessing is beneficial. 

Table 11. IOU performance achieved on CRACK500 by five semantic segmentation methods using R, R+Ig., R+C, and R+Ours respectively.    

Segmentation 
architectures  

 R  R+Ig.  R+C  R+Ours  

 FCN  0.4555 0.4571   0.4681   0.4879  

Segnet   0.4673  0.4977  0.5034   0.5156  

Enet   0.4727   0.4118   0.4969   0.5070 

DeepCrack   0.4360 0.4506   0.4742   0.4855  

𝑈𝑈2-Ne𝑡𝑡†  0.5158   0.0226   0.5257   0.5365 

Table 12. F-measure performance achieved on CRACK500 by five semantic segmentation methods using R, R+Ig., R+C, and R+Ours respectively.    

Segmentation 
architectures  

 R  R+Ig.  R+C  R+Ours  

 FCN  0.5994  0.5997   0.6102   0.6289  

Segnet   0.6092  0.6385   0.6424   0.6551  

Enet   0.6144   0.5568  0.6365   0.6466 

DeepCrack   0.5733  0.5808   0.6144   0.6191  

𝑈𝑈2-Ne𝑡𝑡†  0.6545   0.0432   0.6638   0.6736 

6. Conclusion 

In this paper, we proposed a new data augmentation method applied to the task of road crack segmentation. 
Compared to generating cracked images from disordered noise, it is easier to obtain cracked images based on non-
cracked images. The proposed method generates more realistic images under the same conditions by adjusting the 
general GAN structure to the proposed structure for training. With the inclusion of an attention mechanism, the 
proposed augmentation method achieved better results. The semantic segmentation results of five effective 
segmentation models are trained and evaluated on CRACK500 and GAPS384 to prove the effectiveness the proposed 
method. 
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Experimental results indicate that adding our generated images to the training set can enhance the performance of crack 
segmentation on both datasets. 
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