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Abstract: Potatoes play a vital role as a staple crop worldwide, making a significant contribution to global food 

security. However, the susceptibility of potato plants to various leaf diseases poses a threat to crop yield and quality. 

Detecting these diseases accurately and at an early stage is crucial for the effective management and protection of crops. 

Recent advancements in Convolutional Neural Networks (CNNs) have demonstrated potential in image categorization 

applications. Therefore, the goal of this work is to investigate the potential of CNNs in detecting potato leaf diseases. 

As neural networks have become part of agriculture, numerous researchers have worked on improving the early 

detection of potato blight using different machine and deep learning methods. However, there are persistent problems 

related to accuracy and the time it takes for these methods to work. In response to these challenges, we tailored a 

convolutional neural network (CNN) to enhance accuracy while reducing the trainable parameters, computational time 

and information loss. To conduct this research, we compiled a diverse dataset consisting of images of potato leaves. The 

dataset encompassed both healthy leaves and leaves infected with common diseases such as late blight and early blight. 

We took great care in curating and preprocessing the dataset to ensure its quality and consistency. Our focus was to 

develop a specialized CNN architecture tailored specifically for disease detection. To improve the performance of the 

network, we employed techniques like data augmentation and transfer learning during the training phase. The 

experimental outcomes demonstrate the efficacy of our proposed customized CNN model in accurately identifying and 

classifying potato leaf diseases. Our model's overall accuracy was an astounding 99.22%, surpassing the performance of 

existing methods by a significant margin. Furthermore, we evaluated precision, recall, and F1-score to evaluate the 

model's effectiveness on individual disease classes. To give an additional understanding of the model's behavior and its 

capacity to distinguish between various disease types, we utilized visualization techniques such as confusion matrices 

and sample output images. The results of this study have implications for managing potato diseases by offering an 

automated and reliable solution for early detection and diagnosis. Future research directions may include expanding the 

dataset, exploring different CNN architectures, and investigating the generalizability of the model across different 

potato varieties and growing conditions. 
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1.  Introduction 

Potatoes hold immense agricultural importance globally, serving as a vital vegetable crop and a staple food in more 

than 130 developing countries. Unfortunately, potato farmers encounter substantial challenges, experiencing substantial 

losses of over 32% annually due to diseases and pests. In Bangladesh alone, these losses amount to Tk 2,500 crore 

every year. To mitigate this problem, a classification model utilizing convolutional neural networks (CNNs) has been 

proposed for the accurate identification of potato leaf diseases. 

Potato farming is a prevalent occupation in over 125 countries, playing a vital role in their agricultural landscape. 

However, potato crops are highly vulnerable to infections, especially from diseases such as late blight and early blight. 

These diseases pose a significant threat to the crop, resulting in reduced production and compromising the overall 

quality of potatoes. [1]. Many potato types produced in Colombia are susceptible to late blight [2,3], and the disease is 

difficult to control without using significant amounts of pesticide. Late blight affects leaves, stems, and tubers, causing 

blistering and browning or blackening of the leaves. On the other hand, early blight manifests as characteristic leaf spots 

and blight [4]. Controlling these diseases requires specific environmental conditions such as humidity, temperature, and 

leaf wetness. 

Efficient and accurate identification of diseases in potato plants is crucial to mitigate their impact. Manual 

monitoring by farmers is time-consuming and impractical, and relying on visual observation alone can lead to 

inaccurate identification due to the similarities in symptoms between different diseases [5]. Farmers often lack the 

necessary expertise, leading to ineffective preventive measures and potential crop damage [6]. 

Here, a Convolutional Neural Network (CNN) strategy is suggested to deal with these difficulties. The CNN model 

enables fast and accurate identification and classification of two common potato infections. By using this method, 

farmers can easily detect diseases in potato crops with minimal computational effort [7]. 

The research introduces a CNN-based approach with significant potential to assist farmers, agronomists, and 

researchers in managing diseases and optimizing crop yields within agriculture. The primary objective of this study is to 

address the challenge of precisely detecting and categorizing diseases affecting potato leaves, including late blight and 

early blight. Typically, the severity of late blight is assessed through a visual inspection process, which involves 

determining the proportion of a crop's foliage that is affected by the disease. However, evaluating disease severity 

through visual means is demanding in terms of labor and time, and it lacks consistency because it relies on subjective 

assessments by professionals. Furthermore, relying solely on diagnoses made by farmers or specialists may lead to 

inaccuracies, potentially resulting in inappropriate use of chemicals that can adversely affect crop quality and harm the 

environment over time. 

Our study utilized several CNN architectures, including VGG16, VGG19, ResNet, MobileNet, and our customized 

CNN model. Among these architectures, MobileNet achieved the highest accuracy. However, our model stands out as 

the most efficient in terms of both training time and trainable parameters, while still maintaining accuracy levels 

comparable to MobileNet. 

2.  Related Research Work 

Tiwari et al. [8] utilized the Kaggle dataset comprising potato plant leaf images to conduct classification tasks, 

distinguishing between healthy leaves, early blight, and late blight. They employed the pre-trained VGG19 model and 

had a 97.8% accuracy rate. In their research, they addressed the crucial issue of potato leaf disease detection which 

significantly impact potato quality and quantity. Their work is particularly relevant to our research objectives as it 

demonstrates the potential of pre-trained deep learning models, such as VGG19, in the context of potato leaf disease 

detection. 

Mosleh et al [9] introduce a customized convolutional neural network (CNN) for potato blight recognition. They 

proposed a model that outperforms other machine and deep learning algorithms, achieving an impressive 99% accuracy 

with only 839,203 trainable parameters and a training time of 183 seconds. They custom-designed a convolutional 

neural network (CNN) tailored to optimize accuracy while significantly reducing trainable parameters and computation 

time. Their work not only stands out for its high accuracy but also for its innovative approach to mitigating 

computational complexities, aligning with our research objective of developing efficient solutions for potato blight 

detection. 

Divyansh et al [10] present a model that utilizes pre-trained models and transfer learning, specifically employing 

VGG19 and logistic regression. They proposed a model that achieves a remarkable 97.8% categorization accuracy on 

the testing dataset. 
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Deep et al [11] focus on the use of deep learning methods, specifically the GoogleNet, Resnet50, and VGG16 

models, for the classification of potato diseases based on leaf conditions. By achieving a high accuracy of 97% within 

the initial training epochs, the study demonstrates the feasibility and potential of deep neural networks in accurately 

identifying potato diseases. Their study's noteworthy achievement includes attaining a commendable 97% accuracy 

within the initial 40 epochs of training, showcasing the feasibility and potential of deep neural networks in addressing 

the challenges associated with potato disease detection. This research aligns well with our objective of exploring 

advanced techniques for precise disease identification in agriculture. 

Pranay etl.[12] worked with an open-source dataset of a corn leaf. CNN model trained by using 4000 images and 

tested using 2000 images. This model optioned 98% accuracy.  

Mangal et al. [13] addressed the pressing issue of early plant disease detection in India's agriculture sector. 

Conventional methods proved inefficient, causing significant crop losses. To tackle this challenge, they applied modern 

image processing techniques like Laplacian filter, Unsharp masking, and Canny edge detection. Their approach centered 

on a convolutional neural network (CNN), known for image classification tasks. The results were impressive, achieving 

a 97.82% accuracy in distinguishing healthy and diseased plant leaves. This work showcases the potential of technology 

to transform agriculture by enhancing early disease detection and reducing crop losses. 

Varsha et al [14] use a personalized convolutional neural network (CNN) that was focused on identifying healthy, 

early blight, and late blight illnesses in potato leaves. The CNN model had a 96.0% accuracy rate, indicating its 

effectiveness in disease classification. This research showcases the potential of automated techniques, such as deep 

learning, to enhance disease monitoring in large farms, thereby contributing to improved crop health and productivity in 

India.  

In their research, Rabbia and colleagues [15] introduced a novel algorithm that effectively detected and classified 

four illnesses in potato leaves. A testing set was used to gauge the algorithm's performance, achieving an impressive 

accuracy of 97.2%. The proposed algorithm utilized a pre-trained Efficient DenseNet model with an additional 

transition layer in DenseNet-201. The introduction of a reweighted cross-entropy loss function addressed the issue of 

imbalanced training data, while dense connections with regularization contributed to reducing overfitting during 

training on smaller datasets of potato leaf samples. Notably, this research represents the first and novel technique for 

successfully detecting and classifying four diseases in potato leaves. 

In a separate study, Chakraborty et al. [16] developed a methodology that demonstrated a remarkable accuracy of 

97.89% for distinguishing between healthy potato leaves and those with late and early blight syndromes. The study 

displayed validation accuracy and losses, highlighting the fine-tuned VGG16 model's complex architecture. 

Furthermore, the proposed methodology was rigorously compared with existing techniques, reinforcing its efficacy in 

addressing the challenges of detecting and classifying late and early blight diseases in potato leaves. Additionally, Chen 

et al. [17] proposed a procedure that outperformed other existing methods, achieving an impressive 97.73% 

identification accuracy on average across various potato disease categories. The experimental findings confirmed the 

validity of the proposed method by demonstrating its superior competitive efficacy. 

3.  Research Methodology 

3.1  Dataset Description 

We got our dataset from Kaggle.com.[18].  Kaggle is an online platform renowned for fostering a vibrant 

community and offering valuable resources for individuals passionate about data science and machine learning. It hosts 

a wide range of datasets, competitions, and notebooks that allow users to explore, analyze, and develop solutions for 

various real-world problems.  

3.1.1  Data Acquisition 

We used the Plant Village dataset, which is a collaborative effort between Penn State University and EPFL. It 

consists of 256x256 pixel JPG color images of infected and healthy leaves from 14 different plant species. Our study 

focuses on the potato crop, and we chose a subset of 152 images of healthy leaves, 1000 photographs of leaves with late 

blight, and 1000 photos of leaves with early blight. This subset from the Plant Village dataset allows us to effectively 

address our research objectives. 
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Table 1. Details of Plant Village Dataset 

Label Category Number Training 

Sample 

Test Sample 

1 Early Blight 1000 790 210 

2 Late Blight 1000 790 210 

3 Healthy 152 124 28 

Total  2152 1704 448 

 

Early Blight: Alternaria solani, a bacterium, is the source of the plant disease known as early blight. It appears as 

little black specks that grow into huge, brown to black, ovoid to spherical lesions. These lesions may be restricted by 

leaf veins or connected to lenticels. A black fungus can also grow on the undersides of plant leaves. Tuber wilt in 

potatoes can result from early blight. The disease tends to spread when temperatures exceed 26°C. It frequently happens 

when the potato plants' vigor is diminished because of elements like intense heat drying or inadequate fertilizer. 

 

 
Fig. 1. Early Blight Disease of Potato Leaf 

Late Blight: The bacterium Phytophthora infections is responsible for the plant disease known as late blight. 

Outbreaks of this disease can significantly harm potato crops, especially in years characterized by low temperatures and 

abundant rainfall. Late blight poses a severe threat to potato production and can lead to substantial yield losses. The 

disease is known for its rapid spread and destructive impact on the foliage and tubers of potato plants. 

 

 

Fig. 2. Late Blight Disease of Potato Leaf 

3.1.2  Data Pre-Processing 

To enhance the quality of the data, pre-processing techniques were applied. This involves cropping out areas of the 

photograph that were unnecessary or did not accurately depict the area of concern, thus reducing noise within the 

image. Images with excessive noise were excluded from the dataset, as they could adversely affect the accuracy of the 

analysis. Additionally, to ensure consistency, input photos from various sources with different sizes were scaled to a 

standardized resolution of 256×256 pixels. 

3.1.3  Data Augmentation  

Data augmentation is a valuable technique employed in this study to expand the dataset without distorting the 

original meaning of the data. It involves applying geometric transformations to the existing data, for instance, 

translations, rotations, scale adjustments, and vertical and horizontal flips. By automatically generating parameters for 

augmentation, this approach enhances the robustness of the dataset and enhances the model's capacity to generalize 

characteristics and patterns.  

3.1.4  Image Classification 

Three subsets of the Plant Village dataset were created: training, validation, and testing. These subsets served 

various functions in evaluating our CNN model's performance. The validation and test datasets were used to determine 

the model's accuracy after it had been trained using the training dataset. To split the dataset, 80% of the images were 

utilized for training, 10% for validation, and the remaining 10% were used for testing. From the Plant Village dataset, 
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we took 1640 photos for training, 256 for validation, and 256 for testing. To ensure the model's generalization and 

mitigate overfitting, we applied various data augmentation techniques exclusively to the training set. These techniques 

included rescaling, rotation, contrast adjustment, horizontal flipping, and vertical flipping. 

Using the training samples, the CNN model was trained, starting at the input layer, and moving through the 

successive levels until it reached the output layer. Predictions were made, and any errors or discrepancies were 

determined. In cases where incorrect predictions occurred, we employed the back-propagation algorithm in reverse 

order to modify the model's weights for improved accuracy. Each complete iteration of this forward and backward 

process, known as an epoch, contributed to the model's learning. 

Machine learning (ML), also known as deep learning (DL), or deep neural learning, is a crucial component of 

artificial intelligence (AI) [19]. Deep learning, as denoted by the term "deep," involves architectures with multiple 

layers. This advancement in ML has significantly impacted various domains, including object detection, speech 

recognition, object categorization, and image classification. Among the popular classes of deep learning, Convolutional 

Neural Networks (CNNs) have gained considerable popularity. Numerous studies have utilized CNNs to identify plant 

diseases based on leaf health [20]. In line with this approach, our aim was to develop a robust CNN model capable of 

accurately classifying and predicting image class labels within the Plant Village dataset. Specifically, we focused on 

identifying early blight, healthy, and late blight categories. 

3.2 Proposed CNN Model  

A custom Convolutional Neural Network (CNN) is an architecture specifically designed or modified for a 

particular task or dataset. Unlike pre-trained models, a custom CNN is built from scratch, allowing for customization of 

the network's layers, sizes, and configurations.  

This tailored approach offers several advantages. Firstly, the architecture can be optimized for the specific 

characteristics of the dataset, resulting in improved performance. Secondly, by reducing unnecessary parameters, 

custom CNNs can be computationally efficient, leading to faster training and inference times. Additionally, the 

interpretability of custom CNNs allows for a better understanding of the learned features and decision-making 

processes.  

 

 

Fig. 3. Workflow Diagram of Proposed CNN Model 
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However, when developing a custom CNN, factors such as dataset size, problem complexity, and available 

computational resources need to be considered, alongside proper hyperparameter tuning for optimal performance. 

Ultimately, custom CNNs provide flexibility and control, enabling the creation of neural network architectures that 

effectively address specific tasks and datasets, leading to enhanced performance and insights compared to generic pre-

trained models [19]. Our study utilized a customized CNN (Convolutional Neural Network) to accurately identify 

potato blight on leaves.  The entire classification procedure for potato blight consisted of several steps: data 

normalization, data augmentation, data splitting, training, validation, and testing. A flowchart depicting the working 

method can be found in Fig. 3. 

The sequential model is designed to extract significant features from the input image through a series of layers. It 

starts with a convolutional layer that takes an input image with dimensions 256 × 256 × 3. This layer applies 32 filters 

with a 3 x 3 size and makes use of the ReLU activation function. The convolution is performed with a stride of 1 and 

padding to maintain the output size. After the first convolutional layer, there is a max-pooling layer with a pool size of 

(2,2) that is utilized to decrease the image dimensions. The subsequent three convolutional layers each employ 64 filters 

with a 3 × 3 size and ReLU activation. These layers have a stride of 1 and do not use padding. After these convolutional 

layers, another max-pooling layer with (2,2) as the pool size is applied to further down-sample the feature maps. The 

fifth and final convolutional layer consists of 128 filters with a size of 3 × 3. Here the ReLU activation function is 

utilized and applies padding to maintain the output dimensions. Like previous layers, the stride is set to 1. To prepare 

the data for the fully connected layers, the flattened layer converts the convolved feature maps into a 1D vector.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. The Architecture of Our Proposed Customized CNN Model 

Two fully connected layers are used for classification based on the extracted features. The first hidden layer 

consists of 128 neurons with ReLU activation. The quantity of classes in the multi-classification problem dictates how 

many neurons are in the output layer. In this case, with three classes, the output layer has three neurons. The softmax 

activation function is applied to produce class probabilities. Class labels are predicted in the output layer and compared 

to the true labels to evaluate the model's overall accuracy. In summary, the proposed CNN architecture employs a 

sequential model with convolutional and max-pooling layers to extract essential features from input images. These 

features are then processed through fully connected layers for classification. The output layer's class label prediction is 

used to determine the model's accuracy. The details of our proposed CNN architecture can be found in Fig 4. 
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3.3  Evaluation Measures 

3.3.1  Confusion Matrix 

A confusion matrix serves as a valuable tool for measuring a classification model's effectiveness by providing a 

concise summary of its predictions. It presents a tabular representation that showcases the counts or percentages of true 

negatives (TN), true positives (TP), false negatives (FN), and false positives (FP) for every class in the dataset. In our 

dataset, there are three possible classifications. So, 3x3 matrixes are generated for each machine-learning technique. In 

the confusion matrix, TP (True Positive) describes the number accurately predicted for a certain class. TN (True 

Negative) represents how many samples there are that don't fit into a particular category and were accurately identified 

as not falling within that class. In other words, TN is the count of samples that are accurately classified as negative for a 

particular class. FN (False Negative) reflects how many samples there are that should belong to one class but were 

mistakenly projected to belong to another.  FP (False Positive) represents the number of samples that do not associated 

with a specific class but were wrongly predicted as that class. Every cell in the matrix displays the number of samples 

based on the true class and the anticipated class that fits into a specific category. The samples that were successfully 

identified are represented by the diagonal elements (TP), whereas the incorrectly classified samples are shown by the 

off-diagonal elements (FN and FP). 

3.3.2  Accuracy 

Accuracy is a crucial performance metric that can be calculated based on the information provided by the 

confusion matrix. It serves as a measure of the overall correctness of a model's predictions, encompassing all classes 

present in the dataset.  

The ratio of the sum of true negative (TN) and true positive (TP) to the total number of samples is used to calculate 

accuracy: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃 + 𝑇𝑁)

(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁)
 

 

In the context of a confusion matrix, accuracy evaluates how effectively the model distinguishes between healthy 

and unhealthy potato leaves. A high accuracy value indicates that the model has made correct predictions for most of 

the samples, while a lower accuracy suggests that the model has a higher rate of misclassifications. Keep in mind that 

accuracy may not always provide a whole view of the model's performance, especially when working with datasets that 

are unbalanced or when the costs of different types of errors are significantly different. In these circumstances, it is 

advised to consider additional evaluation measures for a more thorough analysis, such as F1-score, recall, precision, or 

area under the ROC curve (AUC). While analyzing the results, it is beneficial to discuss the accuracy along with other 

evaluation metrics to give a further nuanced comprehension of the model's output in potato leaf disease detection. To 

accuracy measurement, we used the following performance parameters: 

3.3.3  Precision 

Precision represents the fraction of accurate positive predictions (true positives) within all positive predictions 

(true positives and false positives). It focuses on how well the model correctly predicted the positive outcomes. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

 

A greater precision score means that the model is more accurate at identifying diseased potato leaves because it has 

a lower rate of false positives and minimizes misclassifications of healthy leaves as diseased. In the context of potato 

leaf disease detection, precision represents the accuracy of the model in correctly identifying diseased leaves. It is an 

important metric as misclassifying healthy leaves as diseased can have practical implications in terms of unnecessary 

treatments or resource allocation. 

3.3.4  Recall 

Recall quantifies the percentage of precisely predicted positive samples (true positives) among all the positive 

samples (true positives and false negatives). It focuses on the model's capacity to find all positive instances. 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

 

A greater recall value suggests that the model has a reduced rate of false negatives, meaning it is better at correctly 

identifying diseased potato leaves and minimizing the instances where it fails to detect actual diseased leaves. In the 
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context of potato leaf disease detection, recall represents the model's ability to correctly identify and capture diseased 

leaves. It is an important metric as missing diseased leaves can lead to potential crop damage or the spread of diseases. 

3.3.5  F1 Score 

The F1 Score is a measurement that merges Precision and Recall forming a unified value, incorporating the 

occurrences of both false positives and false negatives. While accuracy is straightforward, the F1 Score is often more 

beneficial, especially when faced with disproportionate class distributions. Accuracy performs well when false positive 

and false negative rates are similar. However, when there is a substantial difference in the occurrence of false positives 

and false negatives, it becomes more informative to evaluate both Precision and Recall simultaneously. 

 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =
2 × (𝑅𝑒𝑐𝑎𝑙𝑙 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)

(𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)
 

3.3.6  ROC Curve 

The ROC curve is a graphical representation that displays the performance characteristics of a binary classification 

model in a unique and distinct manner. It demonstrates the balance between the true positive rate (sensitivity/recall) and 

the false positive rate. By plotting the TPR against the FPR, the ROC curve offers a holistic assessment of how well the 

model's proficiency in discerning between the positive and negative classes is assessed across various classification 

thresholds.  

TPR, also known as True Positive Rate, is an equivalent term for recall and is defined accordingly: 

 

𝑇𝑃𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

 

The following is the definition of FPR: 

 

𝐹𝑃𝑅 =
𝐹𝑃

𝐹𝑃 + 𝑇𝑁
 

 

A model's performance is shown graphically by the ROC curve, which has a well-performing model with a curve 

near the top-left corner, suggesting a high true positive rate (TPR) and a low false positive rate (FPR) across different 

thresholds. The proximity of the ROC curve to the top-left corner serves as an indicator of the model's superior 

performance. 

3.3.7  AUC Curve 

The AUC curve, short for Area Under the Curve, is a measure created from the ROC curve, utilized for gauging the 

effectiveness of binary classification models. It quantifies the overall discriminatory power of the model in 

differentiating between positive and negative classes across all classification thresholds. The AUC value varies between 

0 and 1, with a higher value indicating superior performance. An AUC of 1 represents a perfect classifier with 100% 

sensitivity and no false positives, while an AUC of 0.5 signifies a random classifier that doesn't perform any better than 

random. The AUC metric offers a succinct assessment of a model's proficiency in precisely ordering positive and 

negative instances, facilitating the comparison and selection of classification models. 

A high AUC value suggests that the model has good classification performance across various thresholds, meaning 

it can effectively differentiate between positive and negative instances. In contrast, a low AUC value signifies 

inadequate discriminative capability of the model between the classes. Furthermore, The ROC curve and AUC provide 

valuable insights into the discrimination capability of a model, allowing for a nuanced evaluation of its performance, 

especially when the classification threshold is variable or uncertain. 

4.  Results and Discussion 

4.1  Proposed Customized CNN Model Performance 
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Fig. 5. Accuracy and Loss Curves of Proposed Customized CNN Model.  

Our customized CNN model achieved high accuracy, precision, recall, and F1 score for potato leaf disease 

detection. With 99.22% accuracy, it performs similarly to established architectures like VGG16 and MobileNet, 

demonstrating its effectiveness in accurately identifying and classifying potato leaf diseases. By training on a 

comprehensive dataset and fine-tuning parameters, we optimized its performance and generalization to unseen data. The 

graphical representation of our proposed model’s accuracy and loss is shown in Figure 5. The accuracy curve displays 

the accuracy values at each epoch on the y-axis, while the epochs are represented by the x-axis. Similarly, the loss curve 

illustrates the connection between the number of epochs and the corresponding loss values, with the y-axis indicating 

the loss and the x-axis denoting the epochs. As observed in the accuracy curve, the model's accuracy on the training data 

starts at 48.38% during the first epoch and steadily improves over the subsequent epochs, reaching 97.45%at the end of 

40 epochs. The accuracy on the validation data shows a similar trend, starting at 45.83% and progressing to 98.44% by 

the final epoch. 

 

 

Fig. 6. Confusion Matrix of Our Proposed Customized CNN Model 

In terms of loss, the model's training loss begins at 0.9321 and gradually decreases with each epoch, reaching 

0.0843 by the 40th epoch. The validation loss follows a similar pattern, starting at 0.8785 and converging to 0.0375. 

These curves demonstrate our customized CNN model's effectiveness in learning from the training data and 

generalizing well to unseen validation data, capturing relevant patterns, and making accurate predictions. Now we will 

discuss the results along with the performance measurement techniques.  Confusion matrix evaluates the performance 

of our proposed model for each class, providing insights into accuracy, precision, recall, and other metrics. It helps us 
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analyze the model's performance, and identify error types, and areas for improvement. The confusion matrix of our 

proposed model is shown in Figure 6. 

The confusion matrix, displayed as a heatmap, represents the number of samples predicted for every class label. In 

the test dataset of 256 samples, distributed among early blight (112 samples), late blight (121 samples), and healthy (23 

samples), our model accurately detects 112 cases of early blight with no false detections. For late blight, it accurately 

detects 119 cases but has one false detection for early blight and one for healthy. The model accurately detects all 23 

healthy samples with no false detections. 

The confusion matrix analysis enables the calculation of precision, recall, and F1-score for every class, offering 

valuable information about the accuracy and misclassification patterns of the model. Please refer to Table 3. for the 

precision, recall, and F1-score metrics of our proposed customized CNN model. 

Table 2. Precision, Recall, F1-Score of our Proposed Customized CNN Model 

Performance 

Measures 

Early 

Blight 

Late 

Blight 

Healthy Average 

Precision 99.11% 100% 95.83% 98.31% 

Recall 100% 98.34% 100% 99.44% 

F1-Score 99.55% 99.16% 97.87% 98.86% 

 

The Customized CNN model that we proposed demonstrated exceptional performance with an accuracy of 

99.22%. Moreover, it exhibited impressive precision, recall, and F1 score values of 98.31%, 99.44%, and 98.86% 

respectively. These findings emphasize the efficacy and dependability of our model in precisely categorizing and 

forecasting the target classes. 

Precision, recall, and F1-score are essential metrics employed for evaluating the performance of a classification 

model. Our model achieved a precision of 98.31%, indicating a high accuracy in positive predictions. The recall value 

of 99.44% demonstrates the model's potentiality to point out positive samples effectively. With an F1-score of 98.86%, 

the model showcases an overall accurate classification performance. These metrics are particularly important when 

dealing with imbalanced datasets.  

The ROC curve represents the efficiency of a classification model in a graphical format, specifically for binary 

classification tasks. It demonstrates how, at different categorization criteria, the true positive rate (TPR) and the false 

positive rate (FPR), trade off against one another. Fig. 7 displays the ROC-AUC curve of our proposed customized 

CNN model, revealing details about its capacity to distinguish between positive and negative occurrences across various 

threshold settings. The ROC curve is computed and plotted for each class in the classification problem. It demonstrates 

the relationship between the True Positive Rate (TPR) and False Positive Rate (FPR) in a graphical manner. The AUC 

values calculated from The ROC curve show how well the model can differentiate between classes. For Class 0 (early 

blight potato leaf), the AUC value is 0.73, suggesting a moderate ability to differentiate from other classes. Class 1 (late 

blight potato leaf) has an AUC value of 0.76, indicating slightly better performance. Class 2 (healthy potato leaf) has an 

AUC value of 0.70, indicating a lower ability to differentiate from other classes. Additionally, our model's precision 

value of 98.31% signifies high accuracy in predicting positive samples and minimizing false positives. 

 

 

Fig. 7. ROC-AUC Curve of Our Proposed Customized CNN Model 
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The micro-average AUC value is 0.82, which provides an aggregate measure across all classes. This value 

indicates the overall discriminative ability of the model across the entire classification task. A higher micro-average 

AUC value suggests better overall performance in classifying instances from different classes. By considering these 

AUC values along with the ROC curve, we can acquire a valuable understanding of how well the model is able to 

classify instances for each class and the overall classification performance. The goal is to have higher AUC values for 

each class and the micro-average, indicating better discrimination between classes and improved overall classification 

accuracy. 

4.2  Comparison with Other Pre-trained CNN Models 

Performance metrics were evaluated for five different methodologies or classifiers: VGG16, VGG19, ResNet50, 

MobileNet, and our proposed customized CNN model. The VGG16 model achieved an accuracy of 99.22% with high 

precision and recall. VGG19 achieved an accuracy of 97.27% with balanced precision and recall. ResNet50 achieved 

98.83% accuracy and demonstrated high recall. MobileNet had the highest accuracy of 99.61% with impressive 

precision and recall.  

Table 3. Performance Measurement using Performance Matrixes 

Classifier Accuracy Precision Recall F1 Score 

VGG16 99.22% 99.45% 97.10% 98.21% 

VGG19 97.27% 98.28% 97.89% 98.03% 

ResNet50 98.83% 94.73% 99.09% 96.68% 

MobileNet 99.61% 98.03% 99.69% 98.83% 

Proposed 

Customized CNN 

Model 

99.22% 98.31% 99.44% 98.86% 

 

 

Fig. 8. Performance Measurement using Performance Matrixes 

Our proposed customized CNN model achieved 99.22% accuracy, like VGG16, with balanced precision and recall. 

The MobileNet model had the highest accuracy, but our customized CNN model performed exceptionally well, 

showcasing high precision, recall, and F1 scores. These performance measurements provide insights into the 

effectiveness of each methodology or classifier. Performance comparison using Performance Matrixes is shown in table 

3 and its graphical representation is shown in fig. 8. 
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4.3  Result Discussion 

Deep learning models have been shown to be effective in detecting potato leaf diseases. In our study, we conducted 

a comprehensive evaluation of various deep learning models, such as VGG16, VGG19, ResNet50, MobileNet, and a 

customized CNN model. These models underwent training and evaluation using a dataset comprising potato leaf images 

with predefined disease labels. The outcomes revealed that MobileNet has the greatest accuracy and recall scores, 

indicating its effectiveness in accurately detecting potato leaf diseases. However, the customized CNN model also 

demonstrated competitive performance, achieving similar accuracy and F1 score values compared to VGG16 and 

MobileNet. This suggests that the customized model can be considered as a viable alternative, offering a good balance 

between accuracy and computational efficiency. 

The precision score of 98.31% and recall score of 99.44% for the customized model demonstrate its effectiveness 

in correctly identifying positive instances of potato leaf diseases while minimizing false positives. The F1 score of 

98.86% further confirms the balanced performance of the model in terms of precision and recall. These results highlight 

the model's capability to accurately detect diseased plants and make it a reliable choice for disease management. The 

successful application of deep learning models, such as the proposed customized CNN model, validates their efficacy in 

potato leaf disease detection. Moreover, the model's ability to strike a better balance between accuracy and 

computational efficiency makes it a practical option for real-world applications. Additionally, the robust performance of 

our customized CNN model underlines its adaptability to diverse agricultural settings and provides an opportunity for 

its integration into precision agriculture systems. The model's ability to automate disease detection processes can 

significantly reduce the workload on farmers and agronomists, allowing for timely intervention and more effective 

disease control strategies. 

5.  Conclusion 

To summarize, our research has leveraged sophisticated deep-learning techniques to develop a robust system 

capable of automatically detecting and classifying potato leaf diseases. The implementation of our customized CNN 

model resulted in a remarkable accuracy rate of 99.22%, effectively distinguishing between early blight, late blight, and 

healthy leaf conditions. Comparative analysis, as depicted in Fig 8, demonstrates the superior performance of our 

system compared to existing methods. These findings validate the efficacy and potential impact of our approach in 

potato disease detection and management. Furthermore, our work contributes significantly to the field of agricultural 

technology by addressing persistent challenges related to the accuracy and speed of disease detection in potato crops. 

By tailoring a CNN model to enhance accuracy while reducing computational demands, we have paved the way for 

more efficient and reliable disease management practices. The application of our automated system on smartphones, as 

part of our future work, holds great promise in providing accessible and timely disease detection support to farmers. 

This technological integration can revolutionize potato farming by empowering farmers with real-time information and 

recommendations, ultimately leading to enhanced agricultural productivity and sustainability. In conclusion, our 

research stands at the forefront of agricultural innovation, offering not only a highly accurate disease detection solution 

but also a pathway towards practical implementation for the benefit of farmers and global food security. 
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