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Abstract: Heat exchangers are one of the most important thermal devices. Shell and tube heat exchangers are the common types of heat exchangers and sustained a wide range of operating temperature and pressure. Modeling and controlling heat exchanger system is a difficult assignment because of its nonlinearity. As the flow rates changes, the gain, time delay and time constant varies, hence causing system nonlinearity. The solution for such problems is finding acceptable mathematical model and design a controller which provides better performance indices. In this paper mathematical model (experimental or empirical based) to represent the real system and design suitable controller which remove the offset and settle fast with minimum steady state error has been proposed. To this end, system model design the Proportional-Integral-Derivative controller for shell and tube heat exchanger using Ziegler Nichols method, Cohen-coon method and Chein et al. method. Since two opposing dynamic effects are existing in the system and has a problem of dynamics of inverse response and large overshoot. Therefore, Chein et al. tuning method have better performance than that of the others. In case of Chein et al. the overshoot of 2.577 % and settling time of 63.1 s.

Index Terms: Heat exchanger, Ziegler-Nichols, Cohen-coon and Chein et al.

1. Introduction

In many engineering processes heat exchangers are important thermal devices, and used to change the temperature distribution of two materials either direct or indirect contacts [1,2,3]. There are different types of heat exchangers that can be used in industries but the most commonly used ones are shell and tube heat exchangers. They are applicable for a wide range of operating temperatures and pressures. There are methods of determining a model for a system, namely first principle and empirical models [4]. Empirical modeling provides to handle unmodeled dynamics and uncertainties [4,5,6, 7, 8]. The heat exchangers have different gain, time constant and dead time at different range of flow rate, thus, the model of the system is time variant [6]. For such a system, it is better to have a model based on system identification or empirical modeling [9]. The PID controller is the most common control algorithm [10,11,12]. A survey has shown that 90% of control loops are PI and PID structures [13,14]. The implementation of this form of feedback controller has been widely used in any industrial processes. PID controllers is the combination of three parameters, Proportional gain ($K_p$), integral time ($T_i$) constant, and derivative time constant ($T_d$) [13]. More sophisticated tuning method can get rise to considerable improvements in performance, but they are also more demanding computationally and depend on more information of process dynamics [14]. The choice of method should be based on the characteristics of the process and performance requirements. PID controller is applicable in many process control application areas.

This paper addresses: To find a suitable mathematical modeling for shell and tube heat exchanger which has an inverse dynamics and unmodeled disturbances through experimental setup. Designing a PID controller of different algorithm for the system, and the best controller has to be recommended based on its system output response performance indices i.e. overshoot, rise time and settling time.

The rest of the paper is organized as follows. Section 2 presents literature review. Section 3 experimental system modeling. Section 4 presents PID controller design. Section 5, result and discussion, and section 6 concludes the paper.
2. Literature Review

In the following literatures, approaches and methodologies, result and discussions, and future works have been concluded.

Authors in [15] explain the application area of heat exchanger and the approach of control strategy as follow in their research entitled “PID control of heat exchanger system”. And, they have concluded as follows:

The paper has taken a case study of heat exchanger system and evaluates different methods to control the outlet fluid temperature. Firstly, a classical PID controller has been designed to achieve the control objective. But due to the unsatisfactory performance of the PID controller a feed forward controller has been designed and placed in the forward path of the system. To further increase the efficiency of the system the internal model based PID controller has been designed and implemented. The internal model based PID controller gives satisfactory performance in both steady state and transient state in time domain analysis. The performance indices of all the controllers have been also evaluated. The paper takes the process model to be the same as the process, which is practically impossible to achieve. Implementation of direct model and inverse model-based controller and apply system identification as well as neural networks concepts for estimation of process model has been proposed as a future work.

The authors in [16] have concluded the following points in their research “Temperature Control of Shell and Tube Heat Exchanger by Using Intelligent Controllers-Case Study “.

In this paper, design of a temperature control of a shell and tube heat exchanger based on Neuro-fuzzy PID control has been discussed by comparing it with PID and Fuzzy PID. The analysis of fuzzy controller has been designed in MATLAB. The fuzzy self-tuning PID control system model has also been designed by SIMULINK. The results suggested that self-tuning parameter of fuzzy PID controller has a smaller system overshoot, faster response and less steady state error thereby making it stronger than conventional PID controller. The paper concluded that fuzzy self-tuning PID control has better dynamic response and steady state error characteristics.

The authors in [17] have explained the following ideas in their research entitled “Control Strategies of Heat Exchanger”.

From the experimental part, it has concluded that the heat exchanger behaves like an integrator dynamic. It represents an unstable process response, which acts similar to ramp input. Any disturbance or set point change detected in the process will result in gradually decrease or increase of process variable moving towards the set point or away from the set point. Increment in manipulated variable (MV) gives a reverse acting process response while decrement in MV gives a direct acting process response.

The authors in [18] have done the paper entitled “Cascade PID temperature controller for FOPDT model of shell and tube heat exchanger based on Matlab/Simulink”. They targeted PID controller tuned using Ziegler Nichols method, and results large over shoot of 36.54 %, and rise time of 121.5 second. The author’s conclusion reveals that controlling and tuning mechanisms are unsatisfactory. Thus, another tuning method which gives better performance indices is more appealing.

The above researches reveal that the heat exchanger control system is nonlinear by nature, and difficult to control with conventional PID tuning methods. Which in turn results in poor performance indices? The other thing taken in to consideration is most research works of heat exchanger control are used the first principle modeling. Contrastingly, in this thesis the modeling of the system is based on experimental activity, and the controller design is based on recent PID algorithm with proper simulation.

3. Experimental System Modeling

System modeling has been carried out using the method of empirical modeling (system identification) that handles all operating ranges. Firstly, the partitioning strategy is based on an experimental partitioning that takes all flow rate ranges into account. [13,14,19]. The laboratory heat exchanger shown in Fig.1 is designed to demonstrate heat transfer in a shell and tube heat exchanger with seven tubes and three transverse baffles in the shell. In normal operation, the hot fluid flows from the hot water circulator to one end cup of the shell and passes through the bundle of stainless steel tube; the cold fluid flows from the cold water supply through the cylindrical shell. This type of exchanger consists of a nest of parallel tubes enclosed in a cylindrical shell. Heat is transferred between the fluid flowing through the tubes and another fluid flowing through the cylindrical shell around the nest of tubes. A series of baffles inside the shell performs different functions: support the tubes, prevent vibration caused by flow and guide the flow back and forth across the nest of tubes which increases the velocity of the fluid and the heat transfer coefficient. The dimension of the laboratory heat exchanger for this experiment is 1.5 × 0.7 × 2 m. This experiment takes 200 L/h of cold water or disturbance variable, hot water input as manipulated variable and cold water output as controlled variable. Performing the experiment by applying Binary pseudo random signal in to the manipulated variables i.e. varying the manipulated variable flow rate from 150 L/h up to 450 L/h, in a response recording the output temperature of cold water. Finally, based on input-output data acquired from the experimental test, the system model in equation (1) and (2) has been obtained using system identification. As shown in Fig. 1. It is a laboratory shell and tube heat exchanger plant.
Fig. 1. Laboratory Shell and tube heat exchanger plant

Fig. 2. Overall process control of shell and tube heat exchanger system

Shown in Fig. 3, is a flow chart of system identification that used to find the model of system.

Fig. 3. System identification flow chart
The system input is assigned with different amplitudes, ranging from 150 L/h to 450 L/h based on an experimental partitioning strategy. The number of data to be identified is up to 460 with 1 second sampling time. In order to have a disturbance model, apply an input signal through a disturbance variable or change the disturbance variable and record the corresponding controlled variable. The following plant and disturbance transfer function model for shell and tube heat exchanger was obtained using the system identification modeling approach. The experimental design shall be shown in Table 1.

Table 1. System identification experimental specification

<table>
<thead>
<tr>
<th>No of Tests</th>
<th>Hot water flow rate (L/h)</th>
<th>Cold water flow rate (L/h)</th>
<th>Hot water temperature (°C)</th>
<th>Cold water temperature (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test One</td>
<td>150</td>
<td>200</td>
<td>42</td>
<td>28</td>
</tr>
<tr>
<td>Test Two</td>
<td>300</td>
<td>200</td>
<td>48</td>
<td>28</td>
</tr>
<tr>
<td>Test three</td>
<td>450</td>
<td>200</td>
<td>40</td>
<td>28</td>
</tr>
</tbody>
</table>

From the system identification the following process and disturbance model is obtained:

**A. Plant Model**

\[
G(s) = \frac{0.23601(1+49.8)}{(1+9.625)(1+567.9s)} e^{-3.252}\]

**B. Disturbance Model**

\[
G_d(s) = \frac{0.00013953(1+0.1772s)}{(1+0.1745s)(1+0.2342s)}
\]

As shown in Fig. 4. and Fig. 5. the open loop system transfer function of the modeled shell and tube heat exchanger with disturbance input and the corresponding system response.

![Fig.4. Open loop system transfer function](image)

![Fig.5. Open loop response of the system](image)

### 4. Pid Controller Design

**A. Ziegler-Nichols PID Tuning**

There are two approaches called Ziegler and Nichol’s tuning rules which are the first rule and the second rule. Since the Plant model and disturbance model is second order system plus time delay with zero system. Additionally, the plant model does not cross the jω-axis. Therefore, it is not possible to design the Ziegler-Nichols second rule tuning [7].
but it is possible to design the first rule by approximating the FOPDT to the SOPDT model of the plant. Using a first-order system with a transport delay, the following controller was used as follows:

$$G(s) = \frac{Ke^{-Ls}}{Ts+1}$$  \hspace{1cm} (3)

Table 3. Ziegler–Nichols first rule tuning method

<table>
<thead>
<tr>
<th>Type of controller</th>
<th>(K_p)</th>
<th>(T_i)</th>
<th>(T_d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>(T/L)</td>
<td>(\infty)</td>
<td>0</td>
</tr>
<tr>
<td>PI</td>
<td>0.9 (T/L)</td>
<td>(L/0.3)</td>
<td>0</td>
</tr>
<tr>
<td>PID</td>
<td>1.2 (T/L)</td>
<td>2L</td>
<td>0.5L</td>
</tr>
</tbody>
</table>

The value for \(K_c = 1.2 \frac{T}{L}, T_i = 2L\) and \(T_d = 5L\), the plant model is approximated to first order plus time delay system using Taylor series expansion that have similar dynamic and steady state characteristics with the original model. Then, designing the PID controller with Z-N first order rule.

$$G(s) = \frac{11.7533 + 0.23601s}{567.9s + 1}e^{-12.877s}$$ \hspace{1cm} (4)

The PID parameters have been developed from the design. The value of \(K_c\) is 52.922, \(T_i\) is 2.05, and \(T_d\) value is 340.08.

B. Cohen-Coon PID tuning method

The method developed by Cohen and Coon (1953) is based on a first-order plus time-delay process model. A set of tuning parameters was empirically developed to yield a closed-loop response with a quarter decay ratio. The main design requirement is the rejection of load disturbances [7]. The approximated plant model shown as follows and design the controller using Cohen-coon method.

$$\frac{C(s)}{U(s)} = \frac{K_c e^{-\theta s}}{\tau_p s + 1}$$ \hspace{1cm} (5)

Table 4. Cohen-coon tuning method

<table>
<thead>
<tr>
<th>Type of controller</th>
<th>(K_c)</th>
<th>(T_i)</th>
<th>(T_d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>(\tau_p \frac{1 + \theta}{3\theta})</td>
<td>(\infty)</td>
<td>0</td>
</tr>
<tr>
<td>PI</td>
<td>(\tau_p \frac{0.9 + \theta}{12\theta})</td>
<td>(\theta \frac{30 + 20\theta}{9 + 20\theta})</td>
<td>0</td>
</tr>
<tr>
<td>PID</td>
<td>(\tau_p \frac{4 + \theta}{4\theta})</td>
<td>(\theta \frac{32 + 60\theta}{13 + 8\theta})</td>
<td>(\frac{4\theta}{11 + 4\theta})</td>
</tr>
</tbody>
</table>

The value for
The plant transfer function is represented as followed

\[ G(s) = \frac{11.7533S + 0.23601}{567.9S + 1} e^{-12.877S} \]  

(7)

The PID parameters have been developed from the design. The value of \( K_c \) is 254.4, \( T_i \) is 8.1, and \( T_d \) is 1185.5.

C. Chein et al. PID tuning method

The controller design is based on a process model. The system which have inverse response plus dead time, and large overshoot plus dead time is much more difficult to control than the usual first-order, second order, or integrating plus dead time systems [20, 21, 22]. The following is Chein et al. PID tuning method.

\[ G_c(s) = K_c \left( 1 + \frac{1}{T_i S} + \frac{T_p S}{1 + \frac{T_d S}{N}} \right) \]  

(8)

PID controller tuning for second order plus time delay with zero model is:

\[ G(s) = \frac{K_n(T_nS + 1)e^{-\zeta S}}{(1 + T_nS)(1 + T_mS)} G(s) = \frac{K_n(T_nS + 1)e^{-\zeta S}}{T_mS^2 + 2\zeta T_mS + 1} \]  

(9)

Table 5. Chein et al PID tuning rule for second order system plus delay (SOSPD)

<table>
<thead>
<tr>
<th>( K_c )</th>
<th>( T_i )</th>
<th>( T_d )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.829( \frac{T_m}{K_m} )</td>
<td>2( \frac{\zeta}{T_m} - T_m )</td>
<td>1( T_d )</td>
</tr>
</tbody>
</table>

\[ 1T_d = \frac{T_m^2}{2\zeta T_m - T_m} - T_m \]  

(10)

\[ N = \frac{T_m}{T_m (2\zeta T_m - T_m)} - 1 \]  

(11)

The identified plant model of shell and tube heat exchanger is:

\[ G(s) = \frac{0.23601(1 + 49.8S)}{(1 + 9.625S)(1 + 567.9S)} e^{-3.252S} \]  

(12)

The PID parameters have been developed based on Chein et al. tuning mechanisms. The value of \( K_p \) is 311.43, \( T_i \) is 502.72, \( T_d \) value is -38.9 and filter value (N) of -0.997.

5. Results and Discussions

A. Ziegler-Nichols PID Tuning

The performance indices of the controller are simulated in the MATLAB/Simulink simulation environment. Step input test signals have been used, and the results are illustrated in Fig. 6. The advantage of Ziegler and Nichols first
method is that the tuning rule is very simple to use. Disadvantages are: Further fine tuning is needed, controller settings are aggressive, resulting in large overshoot and oscillatory responses, poor performance for processes with a dominant delay, closed loop very sensitive to parameter variations and Parameters of the step response may be hard to determine due to measurement noise.

Fig. 6. Output Signal of Ziegler-Nichols PID with Step input

Fig. 6 demonstrates the response of Z-N PID controller with respect to step input. The response performance indices with rise time of 93 second, settling time of 287 second, and overshoot of 34.5%.

B. Cohen-Coon PID tuning

Cohen-coon PID tuning is implemented in the MATLAB with step input reference signal. The performance indices of this controller illustrated in Fig. 7. The main design requirement is the rejection of load disturbances. A major problem with the Cohen-Coon parameters is that they tend not to be very robust; that is, a small change in the process parameters can cause the closed-loop system to become unstable.

Fig. 7. Output Signal of Cohen-coon PID with Step input

From Fig. 7 it can be observed that the response of Cohen-coon PID controller with step input. The results from the responses are overshoot of 17%, rise time of 22 second, and settling time of 90 second.

C. Chein et al. PID tuning

Chein et al. tuning system the best tuning system for process models which has large overshoot plus dead time process, because the controller overcome the inverse response plus time delay and large overshoot systems. Chein et al. PID tuning is implemented in the MATLAB with step input reference signal. The performance indices of this controller illustrated in Fig. 8. In Chein et al. tuning method both inverse response plus dead time and large overshoot response plus dead time with denominator dynamics of an underdamped nature will be treated.
Fig. 8. Output Signal of Chein et al. PID with Step input

Fig. 8. Demonstrate the response of Chein et al. PID controller with step input. The results from the responses are overshoot of 2.577 %, rise time of 43.6 s, and settling time of 63.1 second. The responses are relatively better than others.

D. Comparison of the Results

Fig. 9 shows a comparison of the step response performances of the demonstrated controllers. In case of Ziegler-Nichols PID tuning the overshoot of 34.5%, rise time of 93 second and settling time of 287 second, this result shows that more time to track the desired value. And the Cohen-coon PID tuning overshoot of 17%, rise time of 22 second and settling time of 90 second, relatively Cohen-coon is better performance indices than Z-N PID. It can be observed that Chein et al. PID controller have better performance in terms of speed of response and overshoot than Z-N PID and Cohen-coon PID controller.

Fig. 9. Comparison of demonstrated controller’s performance

6. Conclusions

Process control application needs to have more accurate plant model and acceptable controller design that can be characterized by less overshoot, rise time and settling time. Specifically, critical process control application required accurate plant modeling and controller design. Modeling and controlling heat exchanger is very challenging task due to its nonlinearity. The solution for such a system is finding mathematical model that represents real and designing better controller which remove the offset and settle fast.

In this paper, laboratory heat exchanger has been used, and the model of the system obtained experimentally using system identification. Process model and disturbance model has been developed by system identification. The system has high overshoot and large settling time naturally. Since three types of PID controller has been designed in order to get better performance indices. From the result it observed that Z-N tuning method and Cohen-coon method is less performance indices than that of Chein et al. PID controller. In case Chein et al. PID the overshoot of 2.577 % and settling time of 63.1 second. The Chein et al method has high tends to overcome large system overshoot and settling time for such a system.
References


Authors’ Profiles

Firew Dereje has received BSC degrees from Hawassa University, Ethiopia by Electrical and computer Engineering in 2013 and MSC degrees from Addis Ababa Science and Technology University, Ethiopia by Electrical Engineering (Control and instrumentation Engineering Specialization) in 2019. He is currently lecturer and Head of Electrical and Computer Engineering in Mettu University, Ethiopia, under College of Engineering and Technology. He has publication on ICAST 2019 and different international journals. His research interests are backhaul networks, power reliability, power quality, Controller Design, and IOT.
Tadele Abera has received BSC degrees from Hawassa University, Ethiopia by Electrical Engineering in 2011 and MSC degrees from Addis Ababa University, Ethiopia by Electrical Engineering (Communication Engineering Specialization) in 2014. He was test and commissioning Engineer in different electric power upgrading projects in Ethiopia. He is currently University lecturer in Ethiopia, under School of Electrical and Computer Engineering. He has publications on ICAST 2019 and different international journals. His research interests are cognitive radio, massive MIMO, millimeter wave communication, backhaul networks and interference management techniques. His research interest extends to power systems and control including power reliability, power quality, PID controllers and MPC.