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Abstract — Taxonomy of audio signals containing secret 
information or not is a security issue addressed in the 
context of steganalysis. A cover audio object can be 
converted into a stego-audio object via different 
steganographic methods.  In this work the authors present 
a statistical method based audio steganalysis technique to 
detect the presence of hidden messages in audio signals. 
The conceptual idea lies in the difference of the 
distribution of various statistical distance measures 
between the cover audio signals and their denoised 
versions i.e. stego-audio signals. The design of audio 
steganalyzer relies on the choice of these audio quality 
measures and the construction of  two-class classifier 
based on KNN (k nearest neighbor), SVM (support vector 
machine) and two layer Back Propagation Feed Forward 
Neural Network (BPN). Experimental results show that 
the proposed technique can be used to detect the small 
presence of hidden messages in digital audio data. 
Experimental results demonstrate the effectiveness and 
accuracy of the proposed technique. 
 
Index Terms — Audio Steganalysis; Statistical Moments; 

Invariant Moments; SVM Classifier; KNN Classifier 

 

I.  INTRODUCTION 

Steganography is the art and science of hiding 

information by embedding messages with in other 

seemingly harmless messages. Steganography means 

―covered writing‖ in Greek. As the goal of 

steganography is to hide the presence of a message and 

to create a covert channel, it can be seen as the 

complement of cryptography, whose goal is to hide the 

content of a message. To achieve secure and 

undetectable communication, stego-objects, documents 

containing a secret message, should be indistinguishable 

from cover-objects, documents not containing any secret 
message.  In this respect, steganalysis is the science of 

detecting hidden information. The main objective of 

steganalysis is to break steganography and the detection 

of stego carrier is the goal of steganalysis. Steganalysis 

itself can be implemented in either a passive warden or 

active warden style. The passive warden simply examines 

the message and tries to determine if it potentially 

contains hidden information or not. An active warden can 

alter messages deliberately, even though there may not be 

any trace of hidden information, in order to foil any secret 

communication. Almost all digital file formats can be 

used for steganography, but the image and audio files 

are more suitable because of their high degree of 

redundancy [1, 2]. Fig. 1 below shows the different 

categories of file formats that can be used for 

steganography techniques.  

 

 

Figure 1: Types of Steganography 

 

Among them image steganography is the most popular 
of the lot. In this method the secret message is embedded 

into an image as noise to it, which is nearly impossible to 

differentiate by human eyes [3, 4, 5]. In video 

steganography, same method may be used to embed a 

message [6, 7, 8]. Audio steganography embeds the 

message into a cover audio file as noise at a frequency 

out of human hearing range [9]. One major category, 

perhaps the most difficult kind of steganography is text 

steganography or linguistic steganography [1, 10]. The 

text steganography is a method of using written natural 

language to conceal a secret message as defined by 

Chapman et al. [11]. 
 

 

 

 

 

 

 

 

 
 

 

 

Figure 2:   Generic Steganography and Steganalysis 
 

In this article , a novel feature based audio steganalyser 

has been proposed which takes several audio quality 

measures namely statistical moments, invariant moments, 

entropy, signal-to-noise ratio (SNR) and Czenakowski 

distance as features for the design of steganalyser. Audio 

quality metric will act as a functional unit that converts 

its input signal into a measure that supposedly is sensitive 

to the presence of a steganographic message embedding. 

This steganalyzer searches for the measures that reflect 
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the quality of distorted or degraded audio signal vis-à-vis 

its original in an accurate, consistent and monotonic way. 

Such a measure, in the context of steganalysis, should 

respond to the presence of hidden message with 

minimum error, should work for a various embedding 

methods, and its reaction should be proportional to the 

length of the hidden message.  

This paper has been organized as following sections: 

Section II describes some review works of audio 

steganography. Section III reviews the previous work on 

audio steganalysis. Section IV describes the various 

methods for audio feature selection. Experimental Results 
of the method has been discussed in Section V and 

Section VI draws the conclusion.  

 

II. REVIEW OF RELATED WORKS ON AUDIO 

STEGANOGRAPHY 

This section presents some existing techniques of audio 

data hiding namely Least Significant Bit Encoding, Phase 

Coding Echo Hiding and Spread Spectrum techniques. 

There are two main areas of modification in an audio for 

data embedding. First, the storage environment, or digital 

representation of the signal that will be used, and second 

the transmission pathway the signal might travel [4, 11]. 
 

A. Least Significant Bit Encoding 

The simple way of embedding the information in a 

digital audio file is done through Least significant bit 

(LSB) coding. By substituting the least significant bit of 

each sampling point with a binary message bit, LSB 

coding allows a data to be encoded and produces the 

stego audio. In LSB coding, the ideal data transmission 

rate is 1 kbps per 1 kHz. The main disadvantage of LSB 
coding is its low embedding capacity. In some cases an 

attempt has been made to overcome this situation by 

replacing the two least significant bits of a sample with 

two message bits. This increases the data embedding 

capacity but also increases the amount of resulting noise 

in the audio file as well. A novel method of LSB coding 

which increases the limit up to four bits is proposed by 

Nedeljko Cvejic et al. [13, 14]. To extract secret message 

from an LSB encoded audio, the receiver needs access to 

the sequence of sample indices used during the 

embedding process. Normally, the length of the secret 

message to be embedded is smaller than the total number 
of samples done. There is other two disadvantages also 

associated LSB coding. The first one is that human ear is 

very sensitive and can often detect the presence of single 

bit of noise into an audio file. Second disadvantage 

however, is that LSB coding is not very robust. 

Embedded information will be lost through a little 

modification of the stego audio.  

 

B. Phase Coding 

Phase coding [8, 14] overcomes the disadvantages of 

noise induction method of audio steganography. Phase 

coding designed based on the fact that the phase 
components of sound are not as perceptible to the human 

ear as noise is. This method encodes the message bits as 

phase shifts in the phase spectrum of a digital signal, 

achieving an inaudible encoding in terms of signal-to-

noise ratio. In figure 3 below original and encoded signal 

through phase coding method has been presented.  

 

 
 
 

 

 

 

 

 

 

 

Figure 3: The original signal and encoded signal of phase 
coding technique. 

Phase coding principles are summarized as under: 

 

 The original audio signal is broken up into 

smaller segments whose lengths equal the size of 

the message to be embedded. 

 Discrete Fourier Transform (DFT) is applied to 

each segment to create a matrix of the phases 
and Fourier transform magnitudes. 

 Phase differences between adjacent segments are 

calculated next. 

 Phase shifts between consecutive segments are 

easily detected. In other words, the absolute 

phases of the segments can be changed but the 

relative phase differences between adjacent 

segments must be preserved. 

 

Thus the secret message is only inserted in the phase 

vector of the first signal segment as follows: 

    
 A new phase matrix is created using the new 

phase of the first segment and the original phase 

differences. 

 Using the new phase matrix and original 

magnitude matrix, the audio signal is 

reconstructed by applying the inverse DFT and 

by concatenating the audio segments. 

 

To extract the secret message from the audio file, the 

receiver needs to know the segment length. The receiver 

can extract the secret message through different reverse 
process. 

The disadvantage associated with phase coding is that 

it has a low data embedding rate due to the fact that the 

secret message is encoded in the first signal segment only. 

This situation can be overcome by increasing the length 

of the signals segment which in turn increases the change 

in the phase relations between each frequency component 

of the segment more drastically, making the encoding 

easier to detect. 

 

Original 

Signal 
Encoded 
Signal 
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C. Echo Hiding 

In echo hiding [14, 15, 16] method information is 

embedded into an audio file by inducing an echo into the 

discrete signal. Like the spread spectrum method, Echo 

Hiding method also has the advantage of having high 

embedding capacity with superior robustness compared 

to the noise inducing methods. If only one echo was 

produced from the original signal, only one bit of 

information could be encoded. Therefore, the original 
signal is broken down into blocks before the encoding 

process begins. Once the encoding process is completed, 

the blocks are concatenated back together to form the 

final signal. To extract the secret message from the final 

stego audio signal, the receiver must be able to break up 

the signal into the same block sequence used during the 

encoding process. Then the autocorrelation function of 

the signal's cepstrum which is the Forward Fourier 

Transform of the signal's frequency spectrum can be used 

to decode the message because it reveals a spike at each 

echo time offset, allowing the message to be 

reconstructed. 
 

 

 

 

 
 

 

 

 

 

Figure 4: Echo Hiding Methodology 

 

D. Spread Spectrum 

Spread Spectrum (SS) [14] methodology attempts to 

spread the secret information across the audio signal's 

frequency spectrum as much as possible. This is 

equivalent to a system using the LSB coding method 

which randomly spreads the message bits over the entire 

audio file. The difference is that unlike LSB coding, the 
SS method spreads the secret message over the audio 

file's frequency spectrum, using a code which is 

independent of the actual signal. As a result, the final 

signal occupies a more bandwidth than actual 

requirement for embedding. Two versions of SS can be 

used for audio steganography one is the direct sequence 

where the secret message is spread out by a constant 

called the chip rate and then modulated with a pseudo 

random signal where as in the second method frequency-

hopping SS, the audio file's frequency then interleaved 

with the cover-signal spectrum is altered so that it hops 

rapidly between frequencies. The Spread Spectrum 
method has a more embedding capacity compared to LSB 

coding and phase coding techniques with maintaining a 

high level of robustness. However, the SS method shares 

a disadvantage common with LSB and parity coding that 

it can introduce noise into the audio file at the time of 

embedding. 

III. REVIEW OF RELATED WORKS ON AUDIO 

STEGANALYSIS 

Audio steganalysis is very difficult due to the existence 

of advanced audio steganography schemes and the very 

nature of audio signals to be high-capacity data streams 

necessitates the need for scientifically challenging 

statistical analysis [29]. 

 

A. Phase and Echo Steganalysis 

Zeng  et.  al [17] proposed  steganalysis  algorithms  to  

detect phase coding steganography based on the analysis 
of phase discontinuities and to detect echo steganography 

based on the statistical moments of peak frequency [18]. 

The phase steganalysis algorithm explores the fact that 

phase coding corrupts the extrinsic continuities of 

unwrapped phase in each audio segment, causing changes 

in the phase difference [19]. A statistical analysis of the 

phase difference in each audio segment  can  be  used  to  

monitor the  change and  train  the classifiers to  

differentiate  an  embedded  audio  signal  from a clean 

audio signal.  

 

B. Universal  Steganalysis based on Recorded Speech 
Johnson et. al [20] proposed a generic universal 

steganalysis algorithm that bases it study on the statistical 

regularities of recorded speech. Their statistical model 

decomposes an audio signal (i.e., recorded speech) using 

basis functions localized in both time and frequency 

domains in the form of Short Time Fourier Transform 

(STFT). The spectrograms collected from this 

decomposition are analyzed using non-linear support 

vector machines to differentiate between cover and stego 

audio signals. This approach is likely to work only for 

high-bit rate audio steganography and will not be 

effective for detecting low bit-rate embeddings. 
 

C. Use of Statistical Distance Measures for Audio 

Steganalysis 

H. Ozer et. al [21] calculated the distribution of various 

statistical distance measures on cover audio signals and 

stego audio signals vis-a-vis their versions without noise 

and observed them to be statistically different. The 

authors employed audio quality metrics to capture the 

anomalies in the signal introduced by the embedded data. 

They designed an audio steganalyzer that relied on the 

choice of audio quality measures, which were tested 

depending on their perceptual or non-perceptual nature. 
The selection of the proper features and quality measures 

was conducted using the (i) ANOVA test [22] to 

determine whether there are any statistically significant 

differences between available conditions and the (ii) SFS 

(Sequential Floating Search) algorithm that considers the 

inter-correlation between the test features in ensemble 

[23]. Subsequently, two classifiers, one based on linear 

regression and another based on support vector machines 

were used and also simultaneously evaluated for their 

capability to detect stego messages embedded in the 

audio signals. 
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D. Audio Steganalysis based on Hausdorff Distance 

(HSDMHD) 

The audio steganalysis algorithm proposed by Liu et. al 

[24]  uses  the  Hausdorff distance measure [25]  to  

measure the distortion between a cover audio signal and a 

stego audio signal. The algorithm takes as input a 

potentially stego audio signal x and its de-noised version 

x as an estimate of the cover signal. Both x and x are then 

subjected to appropriate segmentation and wavelet 
decomposition to generate wavelet coefficients [26] at 

different levels of resolution. The Hausdorff distance 

values between the wavelet coefficients of the audio 

signals and their de-noised versions are measured. The 

statistical moments of the Hausdorff distance measures 

are used to train a classifier on the difference between 

cover audio signals and stego audio signals with different 

content loadings.  

 

E. Audio Steganalysis for High Complexity Audio 

Signals 

More recently, Liu et. al [28] propose the use of stream 
data mining for steganalysis of audio signals of high 

complexity. Their approach extracts the second order 

derivative based Markov transition probabilities and high 

frequency spectrum statistics as the features of the audio 

streams. The variations in the second order derivative 

based features are explored to distinguish between the 

cover and stego audio signals. This approach also uses 

the Mel-frequency cepstral coefficients [29], widely used 

in speech recognition, for audio steganalysis. Recently 

two new methods of audio steganalysis of spread 

spectrum information hiding have been proposed in [31-

32]. 
 

IV. AUDIO FEATURE SELECTION 

In this section several audio quality measures in terms 

of statistical and invariant moments up to 7
th

 order and 

entropy, signal-to-noise ratio (SNR) and Czenakowski 

distance has been investigated for the purpose of audio 

steganalysis. Various moments and other features of the 

audio signals are sensitive to the presence of a 

steganographic message embedding. Moments based 

features have been extracted for steganalytic measure in 

such a way that reflect the quality of distorted or 

degraded audio signal vis-à-vis its original in an accurate, 

consistent and monotonic way. Such a measure, in the 

context of steganalysis, should respond to the presence of 

hidden message with minimum error, should work for a 

large variety of embedding methods, and its reaction 

should be proportional to the embedding strength.  
 

A. Moments based Audio feature 

To construct the features of both cover and stego or 

suspicious audios moments [30] of the audio series has 
been computed. In mathematics, a moment is, loosely 

speaking, a quantitative measure of the shape of a set of 

points. The "second moment", for example, is widely 

used and measures the "width" (in a particular sense) of a 

set of points in one dimension or in higher dimensions 

measures the shape of a cloud of points as it could be fit 

by an ellipsoid. Other moments describe other aspects of 

a distribution such as how the distribution is skewed from 

its mean, or peaked. There are two ways of viewing 

moments [30], one based on statistics and one based on 

arbitrary functions such as f(x) or f(x, y).  As a result 

moments can be defined in more than one way. 

 

Statistical view 
Moments are the statistical expectation of certain 

power functions of a random variable. The most common 

moment is the mean which is just the expected value of a 

random variable as given in 1. 

E[ ] ( )X x f x dx




  
                                       (1) 

 

where f(x) is the probability density function of 

continuous random variable X. More generally, moments 

of order p = 0, 1, 2, … can be calculated as mp = E 

[X
p
].These are sometimes referred to as the raw moments. 

There are other kinds of moments that are often useful. 

One of these is the central moments p = E [(X–

)
p
].The best known central moment is the second, which 

is known as the variance given in 2. 

 

2 2 2

2 1( ) ( )x f x dx m     
                           (2) 

 

Two less common statistical measures, skewness and 

kurtosis, are based on the third and fourth central 

moments. The use of expectation assumes that the pdf is 

known. Moments are easily extended to two or more 

dimensions as shown in 3.  

E[ ] ( , )p q p q

pqm X Y x y f x y dx dy  
           (3) 

 

Here f(x, y) is the joint pdf. 

 

Estimation 
However, moments are easy to estimate from a set of 

measurements, xi. The p-th moment is estimated as given 

in 4 and 5. 

1

1 N
p

p i

i

m x
N 
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                                                                          (4) 

 

(Often 1/N is left out of the definition) and the p-th 

central moment is estimated as 

1
( ) p

p i

i

x x
N

  
                                             (5) 

 

 is the average of the measurements, which is the usual 
estimate of the mean. The second central moment gives 

the variance of a set of data s
2
 = 2.For multidimensional 

distributions, the first and second order moments give 
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estimates of the mean vector and covariance matrix.  The 

order of moments in two dimensions is given by p+q, so 

for moments above 0, there is more than one of a given 

order.  For example, m20, m11, and m02 are the three 

moments of order 2. 

 

Non-statistical view 
This view is not based on probability and expected 

values, but most of the same ideas still hold.  For any 

arbitrary function f(x), one may compute moments using 

the equation 6 or for a 2-D function using 7. 

 

( )p

pm x f x dx





 
                                                   (6) 

 

( , )p q

pqm x y f x y dxdy                                    (7) 

 

Notice now that to find the mean value of f(x), one 

must use m1/m0, since f(x) is not normalized to area 1 like 

the pdf.  Likewise, for higher order moments it is 

common to normalize these moments by dividing by m0 

(or m00).  This allows one to compute moments which 

depend only on the shape and not the magnitude of f(x).  
The result of normalizing moments gives measures which 

contain information about the shape or distribution (not 

probability dist.) of f(x). 

 

Digital approximation 
For digitized data (including images) we must replace 

the integral with a summation over the domain covered 

by the data.  The 2-D approximation is written in 8. 

1 1

1 1

( , )

( , )

M N
p q

pq i j i j

i j

M N
p q

i j

m f x y x y

f i j i j
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






                                 (8) 

 

If f(x, y) is a binary image function of an object, the area 

is m00, the x and y centroids are 10 00/x m m  

and 01 00/y m m . 
 

Invariance 
In many applications such as shape recognition, it is 

useful to generate shape features which are independent 

of parameters which cannot be controlled in an image.  

Such features are called invariant features.  There are 

several types of invariance.  For example, if an object 
may occur in an arbitrary location in an image, then one 

needs the moments to be invariant to location.  For binary 

connected components, this can be achieved simply by 

using the central moments, pq. If an object is not at a 
fixed distance from a fixed focal length camera, then the 

sizes of objects will not be fixed.  In this case size 

invariance is needed.  This can be achieved by 

normalizing the moments as given in 9.  

00

, where ? ) 1.
pq

pq p q



 


   

                   (9) 
 

The third common type of invariance is rotation 

invariance.  This is not always needed, for example if 

objects always have a known direction as in recognizing 

machine printed text in a document.  The direction can be 

established by locating lines of text. 

M.K. Hu derived a transformation of the normalized 

central moments to make the resulting moments rotation 

invariant as given in 10. 

 

(10) 

 
B. Entropy based audio features 

In information theory, Entropy is a measure of the 

uncertainty associated with a random variable. In this 

context, the term usually refers to the Shannon Entropy, 

which quantifies the expected value of the information 

contained in a message, usually in units such as bits. In 

this context, a 'message' means a specific realization of 

the random variable. Equivalently, the Shannon Entropy 

is a measure of the average information content one is 

missing when one does not know the value of the random 

variable. The concept was introduced by Claude E. 

Shannon [33] in his 1948 paper "A Mathematical Theory 
of Communication‖. 

Named after Boltzmann's H-theorem, Shannon denoted 

the entropy H of discrete random variable X with possible 

values {x1, ... , xn} as, 

 

                                                    (11) 
 

Here E is the expected value, and I is the information 

content of X. I(X) itself a random variable. If p denotes 

the probability mass function of X then the entropy can 
explicitly be written as 

 

        (12) 

 
where b is the base of the logarithm used. Common 

values of b are 2, Euler's number e, and 10, and the unit 
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of entropy is bit for b = 2, nat for b = e, and dit (or digit) 

for b = 10. 

 

C. Signal to Noise ratio (SNR) 

Signal-to-noise ratio or SNR [41] is a measure used 

in science and engineering that compares the level of a 

desired signal to the level of background noise. It is 

defined as the ratio of signal power to the noise power. A 

ratio higher than 1:1 indicates more signal than noise. 
Although SNR is mainly quoted for electrical signals but 

it can also be applied to any other form of the signal. The 

signal-to-noise ratio, the bandwidth, and the channel 

capacity of a communication channel are based on the 

Shannon–Hartley theorem. Signal-to-noise ratio is 

defined as the power ratio between a signal (meaningful 

information) and the background noise (unwanted signal): 

SNR=(Psignal/Pnoise)                                                       (13) 

 

If the signal and the noise are measured across the 

same impedance, then the SNR is the square of the 

amplitude ratio: 

 

SNR=(Psignal/Pnoise)=(Asignal/Anoise)
2                                              

(14) 

 

where A is root mean square (RMS) amplitude.SNR also 
can be measured as  
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)(

log10             (15) 

 

where x(i) is the original audio signal, y(i) is the distorted 

audio signal 

 

D. Czenakowski Distance(CZD) 
CZD (Czenakowski Distance) as PSNR is a per-pixel 

quality metric (it estimates the quality by measuring 

differences between pixels). Described in literature as 

being ―useful for comparing vectors with strictly non-

negative elements‖ it measures the similarity among 

different samples. This different approach has a better 

correlation with subjective quality assessment than PSNR. 

This is a correlation-based metric [34, 41], which 

compares directly the time domain sample vectors  
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V. DESIGN OF AUDIO STEGANALYSER 

The Steganalysis technique proposed here to test the 

presence of the hidden message is the combination of 

statistical moments and invariant moments based analysis 

along with several other audio features on the cover data 

and stego data series for the estimation of the presence of 

the secret message as well as the predictive size of the 

hidden message. Steganalysis approach has been 

designed here based on the above mentioned fact 

considering cover audio data as the independent data 

series and stego audio data as the dependent series data. 

From the experimental results it can be shown that with 

the introduction of secret message/increasing length of 

the secret message moments parameters also changes. 

This is the basis of proposed steganalyzer that aims to 

classify audio signal as original and suspicious. In order 

to classify the signals as ―cover‖ or ―stego‖ based on the 

selected audio quality features, authors tested and 

compared three  types of classifiers, namely, k- nearest 

neighbor classifier, support vector machines and back 

propagation neural network classifier. 
 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5: Block Diagram of the proposed steganalysis system 

 

a) Support Vector Machine Classifier 

In machine learning, support vector machines (SVMs, 
also support vector networks) are supervised learning 

models with associated learning algorithms that analyze 

data and recognize patterns, used for classification and 

regression analysis. The basic SVM takes a set of input 

data and predicts, for each given input, which of two 

possible classes forms the input, making it a non-

probabilistic binary linear classifier. Given a set of 

training examples, each marked as belonging to one of 

two categories, an SVM training algorithm builds a 

model that assigns new examples into one category or the 

other. An SVM model is a representation of the examples 

as points in space, mapped so that the examples of the 
separate categories are divided by a clear gap that is as 

wide as possible. New examples are then mapped into 

that same space and predicted to belong to a category 

based on which side of the gap they fall on. In addition to 

performing linear classification, SVMs can efficiently 

perform non-linear classification using what is called the 

kernel trick, implicitly mapping their inputs into high-

dimensional feature spaces. 

The support vector method works on principle of 

multidimensional function optimization [40], which tries 

to minimize the experiential risk i.e. the training set error. 

For the training feature data ),( ii gf , Ni ,..,1 ,   gi 

[-1,1], the feature vector  F  lies on a hyperplane given 

by the equation 0 bFwT
, where w is the normal to 

the hyperplane.  
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The set of vectors will be optimally separated if they 

are separated without error and the distance between the 

closest vectors to the hyperplane is maximal.  

A separating hyperplane in canonical form, for the i
th

 

feature vector and label, must satisfy the following 

criteria: 

   NibwFg ii ,....2,1,1                           (17) 

The distance d(w, b; F) of a feature vector F  from the 

hyperplane (w, b) given by, 

w

bFw
Fbwd

T 
);,(                                          (18) 

The optimal hyperplane can be achieved by maximizing 

this margin.  

 
b) K Nearest Neighbor (KNN) Classifier  

In pattern recognition, the k-nearest neighbor 

algorithm (kNN) is a method for classifying objects based 

on closest training examples in the feature space. K-NN is 

a type of instance-based learning, or lazy learning where 

the function is only approximated locally and all 

computation is deferred until classification. The k-nearest 

neighbor algorithm is amongst the simplest of 

all machine learning algorithms: an object is classified by 
a majority vote of its neighbors, with the object being 

assigned to the class most common amongst its k nearest 

neighbors (k is a positive integer, typically small). If k = 1, 

then the object is simply assigned to the class of its 

nearest neighbor. The same method can be used 

for regression, by simply assigning the property value for 

the object to be the average of the values of its k nearest 

neighbors. It can be useful to weight the contributions of 

the neighbors, so that the nearer neighbors contribute 

more to the average than the more distant ones. (A 

common weighting scheme is to give each neighbor a 

weight of 1/d, where d is the distance to the neighbor. 
This scheme is a generalization of linear 

interpolation.).The neighbors are taken from a set of 

objects for which the correct classification (or, in the case 

of regression, the value of the property) is known. This 

can be thought of as the training set for the algorithm, 

though no explicit training step is required. The k-nearest 

neighbor algorithm is sensitive to the local structure of 

the data. Nearest neighbor rules in effect compute 

the decision boundary in an implicit manner. It is also 

possible to compute the decision boundary itself 

explicitly, and to do so in an efficient manner so that the 

computational complexity is a function of the boundary 
complexity. 

 

c) Back Propagation Feed Forward Neural Network  

Classifier  

Any successful pattern classification methodology [38] 

depends heavily on the particular choice of the features 

used by that classifier .The Back-Propagation is the best 

known and widely used learning algorithm in training 

multilayer feed forward neural networks. The feed 

forward neural net refer to the network consisting of a set 

of sensory units (source nodes) that constitute the input 

layer, one or more hidden layers of computation nodes, 

and an output layer of computation nodes .The input 

signal propagates through the network in a forward 

direction, from left to right and on a layer-by-layer basis. 

Back propagation is a multi-layer feed forward, 

supervised learning network based on gradient descent 
learning rule. This BPN provides a computationally 

efficient method for changing the weights in feed forward 

network, with differentiable activation function units, to 

learn a training set of input-output data. Being a gradient 

descent method it minimizes the total squared error of the 

output computed by the net. The aim is to train the 

network to achieve a balance between the ability to 

respond correctly to the input patterns that are used for 

training and the ability to provide good response to the 

input that are similar. A typical back propagation network 

of input layer, one hidden layer and output layer is shown 

in figure 6. 

 
Figure 6: Feed Forward BPN 

 

The proposed neural network based classifier is a two-

layer feed-forward network, with sigmoid hidden and 

output neurons can classify vectors arbitrarily well, given 

enough neurons in its hidden layer. The network will be 

trained with scaled conjugate gradient back propagation. 

 

d) Proposed Algorithm for Classification: 

 Input: 30 Audio signals for training and 20 audio 

signals for testing  

 Select the audio signals and extract various 
features  

 Embed secret message based on five 

steganography tools ( S–Tools, Our Secret, 

Steganography V 1.1, Silent Eye, Xiao 

Steganography) 

 Repeat step 2 for stego audios also. 

 Store the results 

 Create a sample data set based on the results. 

 Create training data set for identifying 

cover/stego (cover=1, stego=0) 

 Create training data set for identifying type of 

audio signal (out of 10 different types of audio 

signals) 

 Test for classification and group them. 
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 Evaluate the performance of classifier based on 

ROC and Confusion Matrix 

 

VI. EXPERIMENTAL RESULTS 

The steganalyzer has been designed based on a training 

set and using various audio steganographic tools. The 

steganographic tools used here Our Secret [44], S-Tools 

[42]., Steganography V 1.1, Silent Eye [45] and Xiao 

Steganography [43] .In the experiments 30 audio signals 

were used for training and 20 audio signals for testing. 

After embedding secret message into the cover audio 

with the various embedding rate rates of 

0.01%,0.02% ,….,0.1% with 1% in increments and from 

10% to 100% with 10% increments at various Stego 

audios has been created. Several audio quality measure 
parameters namely statistical moments, invariant 

moments, entropy, signal-to-noise ratio (SNR) and 

Czenakowski distance are used as features of these Stego 

audio signals. From table 1 and table 2 it can be seen that 

with the introduction of small message all the statistical 

moments’ value and invariant moments values changes. 

Table 3 shows the changes of different audio features at 

different embedding rate.  

 
Table 1: Statistical Moments value of chimes.wav audio signal 

at various embedding rate through S Tools 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 2: Invariant Moments value of chimes.wav audio signal at 

various embedding rate through S Tools 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 
 

Table 3: Different features of ―chimes.wav” audio signal at 

various embedding rate through S Tools 

Insertion 

Rate 
(in %) 

Entropy SNR CZD 

0.00 2.45516738 Inf 0 

0.01 2.4557034 45.18973489 -0.013884068 

0.02 2.45598777 45.33964251 -0.013406686 

0.03 2.45575943 45.05233678 -0.014323239 

0.04 2.45590419 45.17425201 -0.013934345 

0.05 2.45603423 45.16653122 -0.013956717 

0.06 2.45601392 44.91915257 -0.014788348 

0.07 2.45611587 44.90460333 -0.014829142 

0.08 2.45627255 44.89734694 -0.014853572 

0.09 2.45594886 44.9778419 -0.014581887 

0.10 2.45587288 44.97046222 -0.01460053 

0.20 2.4561197 44.52248335 -0.016196642 

0.30 2.4563804 44.56257236 -0.016060568 

0.40 2.45609567 44.74769827 -0.015376221 

0.50 2.45611056 44.64387791 -0.015756433 

0.60 2.45607595 44.68510871 -0.01559517 

0.70 2.45629909 44.65072259 -0.015725766 

0.80 2.4560906 44.35931823 -0.016817145 

0.90 2.45652286 44.42385054 -0.01658062 

1.00 2.45623676 44.45647988 -0.016446308 

 

In order to calculate the performance of three 

classifiers at different embedding rate and to show the 

relationship between the false-positive rate and the 

detection rate, authors have also calculated the receiver 
operating characteristics (ROC) curves of steganographic 

data embedding for the five different embedding methods. 

The ROC curves are calculated for the classifiers by first 

designing a classifier and then testing the data unseen to 

the classifier against the trained classifier. The testing 

results also consists of true positive (TP), true negative 

(TN), false positive (FP), and false negative (FN). The 

testing accuracy is calculated by (TP+TN) / 



70 Feature Based Audio Steganalysis (FAS)  

Copyright © 2012 MECS                                              I.J. Computer Network and Information Security, 2012, 11, 62-73 

(TP+TN+FP+FN).Figure 7 – 12 shows the ROC 

analysis at different embedding rate for S Tools. 

Performance comparison of different classifier at various 

embedding rate has been shown in table 4. A comparative 

study amongst various existing audio steganalysis method 

with feature based steganalysis method has been shown 

in table 5. 

 

 

Figure7: ROC curve of steganalysis of S Tools at embedding 
rate 0.01% 

 

 

Figure 8: ROC curve of steganalysis of S Tools at embedding 

rate 0.02% 
 

 

Figure 9: ROC curve of steganalysis of S Tools at embedding 
rate 0.03% 

 

 

Figure 10: ROC curve of steganalysis of S Tools at embedding 
rate 0.04% 

 

Figure 11: ROC curve of steganalysis of S Tools at embedding 

rate 0.05% 

 

 

Figure 12: ROC curve of steganalysis of S Tools at embedding 
rate 0.1% 

 

Table 4:  Performance Analysis of different Classifier at various 
embedding rate 
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Table 5: Comparison among various audio steganalyser 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 
 

VII. DISCUSSIONS 

Experimental results demonstrate that the proposed 

feature based steganalysis (FAS) method performs well 

for different audio steganography tools as compared to 

various other existing methods. It clearly indicates that 

the information-hiding modifies the characteristics of the 

various moments of the audio signals. From the ROC 
analysis it can be seen that the KNN and BPN classifier 

performs well for the presence of a very little amount of 

secret message of FAS method. This steganalyser uses 

three classifiers for identifying the cover and stego ones 

which produces the superiority of this method compared 

to the other existing ones. The steganalysis performance 

in detecting STools audio steganograms is much better 

than the detection of the audio steganograms produced by 

using other steganography tools. By employing some 

other features the steganalysis performance could be 

improved. 

 

VIII. CONCLUSION 

In this paper, an audio steganalysis technique is 

proposed and tested which is based on moments and other 

feature based audio distortion measurement. The de-

noised version of the audio object ha been selected as an 
estimate of the cover-object. Next step is to use statistical, 

invariant and other features to measure the distortion 

which is in turn used for designing the classifiers to 

determine the presence of hidden information in an audio 

signal. The design of the audio steganalyser based on 

three classifiers is useful for find out the presence of very 

small amount of hidden information. Results from 

simulations with numerous audio sequences showed that 

the proposed steganalysis algorithm provides 

significantly higher detection rates than existing ones. 
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