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Abstract: In traditional mobile cloud computing, user tasks are uploaded and processed on a cloud server over the 

Internet. Due to the recent rapid increase in the number of mobile users connected to the network, due to overload of the 

Internet communication channels, there are significant delays in the delivery of data processed on cloud servers to the 

user. Furthermore, it complicates the optimal scheduling of the tasks of many users on cloud servers and the delivery of 

results. Scheduling is an approach used to reduce the tasks execution time by ensuring a balanced distribution of user 

tasks on cloud servers. The goal of scheduling is to ensure selection of appropriate resources to handle tasks quickly, 

taking into account user requirements. Whereas the goal of cloud service providers is to provide users with the required 
resources through performing effective scheduling so that both the user and the service provider can benefit. The article 

proposes a scheduling model to reduce processing time, network latency, and power consumption of mobile devices 

through optimal task placement in the cloudlet network in a mobile cloud computing environment. 

 

Index Terms: Mobile Cloud Computing, Task Scheduling, Resource Allocation, Integer Programming Model, Matlab 

2022a. 

 

 

1.  Introduction 

Cloud computing is an important platform for users in terms of cost and convenience of Internet services. The 

services are offered on a paid basis. Cloud services are easily accessed by users via the Internet. Such computing model 

provides mobile users with the access to computing and memory resources of distributed data processing centers and 

enables them to use these resources at a lower cost through simple management. Cloud computing is a new type of 

distributed computing system. It has large computing resources and allows mobile users to use these resources based on 

a payment strategy. Users and businesses can solve their problems using cloud services without the need to buy 

additional computing equipment to solve complex problems. Cloud users can rent computing and memory resources 

when needed. Conditions must be created so that cloud resources could be used to meet the users’ requests. 

Implementation of user software on cloud servers minimizes the execution time of tasks and reduces the power 

consumption of mobile devices. 

Recently, mobile devices (tablets, smartphones and laptops) are widely used as communication and computing 
platforms. Additionally, various software applications are used on mobile devices (for example, watching movies, 

online shopping, interactive games, online social networking services, e-mail services, visiting web browsers, etc.). 

Extensive use of these services by mobile users leads to rapid depletion of energy sources (batteries) of mobile devices. 

The use of recently developed applications requires large computing and memory resources on mobile devices. Due to 

their small size, mobile devices have limited computing and memory resources. Therefore, the problems related to the 

use of software applications that require large computing and memory resources arise. 

These problems can be solved by using a new paradigm, i.e., mobile cloud technology. Cloud technology provides 
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solutions to users’ problems on cloud servers with sufficient computing and memory resources. Mobile cloud 

computing (MCC) is used to provide mobile devices with computing and memory resources. MCC is a new paradigm 

created with the integration of mobile network and cloud computing, which eliminates the limitations on computing and 

memory resources in mobile devices and reduces the power consumption of mobile devices [1]. Cloud computing 

technology offers users unlimited resources to solve high-performance problems that require large memory resources. 

MCC is a network infrastructure that stores and processes the users’ data beyond the mobile devices, i.e., on cloud 

servers. Cloud computing performs the user tasks on cloud servers. On the other hand, traditional cloud computing 

solves the tasks on cloud servers, consequently the Internet is overloaded, resulting in delays in delivering results to the 

user. When the tasks are solved on remote servers, mobile phones run out of battery quickly. 

Peripheral computing (edge computing, cloudlet, etc.) systems are used to eliminate these problems. Peripheral 
computing places the processing devices (computers) close to users. This article discusses a model for deploying remote 

cloud resources in cloudlets located close to users. Cloudlet is a set of devices (servers, laptops, tablets, laptops, etc.) 

connected to the base stations of the mobile network, which provides faster task processing and delivery of results to 

users. Cloudlet is an intermediate cloud layer in the three-level MCC architecture, namely mobile devices, cloudlet and 

cloud. Since the cloudlets are located between mobile users and cloud servers, they deliver results faster to users. Thus, 

building cloudlet-based mobile cloud computing becomes a topical issue to overcome these problems. 

The computer equipment used to build cloudlet networks comprises various technical capabilities. It is complicated 

to choose a cloudlet with high computing and memory resources according to the complexity rate of the user 

application. Task scheduling (efficient use of resources) in cloudlets is an NP-hardness task that can be solved using 

heuristic algorithms. The proposed scheduling strategy can reduce the power consumption and network latency of 

mobile devices by uploading the applications to appropriate cloudlets. 
Thus, a model (strategy) is proposed to implement a balanced loading of workload in geographically distributed 

cloudlets to minimize the task processing time and network delays. 

2.  Related Works 

[2] proposes an algorithm for faster task processing, efficient use of resources, and reduced latency. [3] introduces 

a two-step algorithm for scheduling virtual machines (VMs) in a cloud computing environment to balance the workload 

on existing virtual machines and minimize processing time. The problem of task scheduling for computing in peripheral 

clouds are analyzed and the Petrel algorithm is proposed to solve the tasks [4]. Some studies analyze the issues of 

reducing power consumption and network latency in mobile devices of peripheral computing systems built between 

users and cloud servers [5,6]. [7] presents an adaptive scheduling algorithm to optimize energy consumption in mobile 
devices, taking into account time constraints. A comparative analysis of differences in power consumption and the 

network delays during the implementation of applications in cloudlets or cloud servers is performed [8]. [9] presents the 

mechanisms for scheduling the placement of the main and auxiliary parts of the tasks in the peripheral and in the clouds. 

[10] reviews the issue of selecting a cloudlet according to the application format. [11] analyzes the problem of optimal 

distribution of tasks in a cloud environment. A queue model is proposed to reduce response time and improve the use of 

cloud resources. An optimization model is proposed to reduce power consumption and network latency in mobile 

devices [12, 13]. [14] proposes a strategy for task-oriented resource adaptation scheduling (LA-RATS) in the MCC 

system for latency-sensitive mobile applications, taking into account the changing QoS requirements of users and the 

cost of the cloudlet provider. The distribution of mobile users’ tasks among cloudlets in mobile cloud computing is 

explored [15]. [16] offers a strategy to use peripheral cloud computing with a hierarchical architecture to reduce 

network latency during peak hours. [17] proposes a strategy for using a cloudlet network to reduce task processing time 

and network latency. The use of mobile cloud computing to solve complex problems in mobile devices is considered 
[18, 19]. Some studies indicate the reduction in energy consumption and network latency of mobile devices when using 

cloud-based mobile computing networks [20, 21]. The use of peripheral computing systems is highlighted to reduce 

energy consumption and latency in mobile devices [22, 23]. [24] offers using the game theory to ensure that the main 

and auxiliary parts of the task are uploaded in remote cloud and edge cloud, respectively, in order to ensure fast task 

processing. The article [25] proposes a VM selection algorithm that provides a minimum task execution time. In [26], 

an author proposes a method for task scheduling that meets cost requirements in a heterogeneous cloud environment 

using two heuristic algorithms. [27] offers a workload scheduling model based on a genetic algorithm, taking into 

consideration the service costs in a cloud environment. The article [28] presents a scheduling mechanism for selecting 

virtual machines that provide fast task processing. [29] considers a scheduling for tasks placement in cloudlets located 

close to the user. [30] presents a task scheduling mechanism to optimize energy consumption in a cloud environment. 

This mechanism allows for more efficient use of resources by finding a correlation between the solution time and 
energy consumption. The study [31] analyzes the delays in delivering results to users when solving problems on remote 

cloud servers. [32] proposes mechanisms for the optimal distribution of energy-saving issues in computing resources in 

MCC. [33] offers an algorithm for selecting virtual machines to provide task solutions in cloud with minimal energy 

consumption. 
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3.  The Proposed Optimization Models  

Taking into account the above, a mathematical model is proposed to provide energy consumption on mobile 

devices, to upload the problem into the cloud, to get results fast, to reduce network delays and to balance load 

distribution in cloudlets. 

The following notations are introduced: 

 

• 𝕌 = {𝑈𝑖|𝑖 = 1, … , 𝑛} – the set of mobile users; 

• ℝ = {𝑅𝑗|𝑗 = 1, … , 𝑚} – the number of cloud resources used by mobile users; 

• 𝕍 = {𝑉𝑗 |𝑗 = 1, … , 𝑚} – the volume of cloud resources; 

• 𝔽 = ‖𝑓𝑖𝑗‖ – the frequency matrix of the use of cloud resources by users; 

• 𝔻 = ‖𝑑𝑖𝑗‖ – the geographical distance matrix from users to cloud resources; 

• 𝕊 = {𝑆𝑘|𝑘 = 1, … , 𝐾} – the set of servers; 

 

where 𝑉𝑗  denotes the volume of resource 𝑅𝑗; 𝑓𝑖𝑗  - the usage frequency of the user 𝑈𝑖 of the resource 𝑅𝑗 , 𝑑𝑖𝑗  - the physical 

distance from the user 𝑈𝑖 to the resource 𝑅𝑗 . Here, it is assumed that 𝑚 ≫ 𝑛 ≫ 𝑘. 

The activity of mobile users (α𝑖) is defined as follows: 

 

α𝑖 =
∑ 𝑓𝑖𝑗

𝑚
𝑗=1

∑ ∑ 𝑓𝑝𝑞
𝑚
𝑞=1

𝑛
𝑝=1

, 𝑖 = 1, … , 𝑛                                                                (1) 

 

Then, from Eq. (1) follows that: 

 
∑ α𝑖

𝑛
𝑖=1 = 1                                                                                (2) 

 

Similarly, the usage rate of cloud resources, in other words, the relative usage frequency of cloud resources (β𝑗) 

can be calculated as follows: 

 

β𝑗 =
∑ 𝑓𝑖𝑗

𝑛
𝑖=1

∑ ∑ 𝑓𝑝𝑞
𝑚
𝑞=1

𝑛
𝑝=1

, 𝑗 = 1, … , 𝑚                                                               (3) 

 

From Eq. (3) follows that: 
 

∑ β𝑗
𝑚
𝑗=1 = 1                                                                                (4) 

 

As can be seen, there are two types of distances between the set of users 𝕌 = {𝑈𝑗|𝑖 = 1, … , 𝑛} and the set of cloud 

resources ℝ = {𝑅𝑗|𝑗 = 1, … , 𝑚}: semantic 𝔽 = ‖𝑓𝑖𝑗‖  and geographical 𝔻 = ‖𝑑𝑖𝑗‖. 

Preliminary analysis shows that since the characteristics (values) of the distances 𝔽 and 𝔻 are not taken into 

account when designing the network infrastructure: 

 

• additional costs arise for users; 

• uploading users’ cloud resources is time consuming; 

• energy resources of users’ mobile devices are quickly depleted; 

• on the other hand, Cloud Service Providers (CSP) are not able to provide the declared (agreed) quality 
indicators, the network infrastructure is overloaded, etc.; 

• consequently, CSP is forced to lose customers (users), face economic losses, and so on. 

 

In these networks, CSP must take certain measures in order to improve the quality of services provided, as well as 

to meet the users’ needs. These measures can be primarily extensive and intensive. Extensive measures include the 

implementation of technological projects requiring large investments, such as the purchase of new equipment, 

increasing the Internet speed, the creation of “hot”, online cloud resources backups, etc. Intensive measures may include 

spending relatively little financial resources and analyzing the processes running in the network infrastructure to reveal 

the problems that can be significantly improved by solving through mathematical and technological methods. 

A conceptual model of cloud computing systems is shown in Figure 1. 

Numerous hypotheses and approaches can be put forward in this field. As one of such intensive measures, a certain 

optimization model based on matrices 𝔽  and 𝔻 , which characterize the physical distances between users 𝕌 =
{𝑈𝑗|𝑖 = 1, … , 𝑛} and cloud resources ℝ = {𝑅𝑗|𝑗 = 1, … , 𝑚} respectively, can be built. In this regard, in the region which 

users 𝕌 belong to, based on the investment policy of CSP, it is possible to create hierarchically low-level cloud service 
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servers (CSS), 𝕊 = {𝑆𝑘|𝑘 = 1, … , 𝐾}. 

 

 

Fig.1. Conceptual model of cloud computing systems 

 
 

Fig.2. Cloudlet-based mobile cloud computing system architecture 

Then, based on the matrices 𝔽 and 𝔻, more distant resources most frequently used by certain user groups can be 

distributed among the servers 𝑆𝑘, i.e., cloudlets to serve those groups through an optimal strategy so that the load on the 

network infrastructure significantly reduces, the requests for resources are timely ensured, the energy resources of 

mobile devices are not quickly depleted due to delays. It should be noted that, in this case, the number of cloud servers 

𝐾, the amount of finance allocated by CSP are determined within the terms of the services provided to users. Thus, as a 

result of the intensive measures described above, the CSP infrastructure becomes as presented in Figure 2. 

It should be noted that each server 𝑆𝑘  has a limited amount of 𝑣𝑘 memory, and cloud resources ℝ cannot be 

allocated entirely on certain server. In other words, the volume of cloud resources is much larger than the storage 
capacity of each server: 

 
∑ 𝑉𝑗 ≫ 𝜗𝑘

𝑚
𝑗=1 , 𝑘 = 1, … , 𝐾                                                                    (5) 

 

On the other hand, the storage capacity of servers is not greater than the sum of the total cloud resources: 

 
∑ 𝜗𝑘 ≤ ∑ 𝑉𝑗

𝑚
𝑗=1

𝐾
𝑘=1                                                                           (6) 

 

Now let’s view the building of an optimization model to ensure cloud resources ℝ and users 𝕌 to be distributed 

among cloud servers 𝕊. Preliminary analysis shows that a pseudo-Boolean variable programming model can be used 

along with other methods to solve this type of task. 

In this regard, based on the essence of the problem, let’s include the Boolean variables 𝑥𝑗𝑘  and 𝑦𝑖𝑘  into the 

following interpretation: 

 

𝑥𝑗𝑘 = {
1, if resource  𝑅𝑗  is allocated at server 𝑆𝑘

0,         otherwise                                             
                                                 (7) 
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𝑦𝑖𝑘 = {
1, if user 𝑈𝑖  is assigned to server 𝑆𝑘  
0,    otherwise                                         

                                                     (8) 

 

where 𝑖 = 1, … , 𝑛; 𝑗 = 1, … , 𝑚; 𝑘 = 1, … , 𝐾. 

Now, let’s move on to formulate a pseudo-Boolean optimization model. Before formalizing the model, let’s 

normalize the matrices 𝔽 and 𝔻, 𝚲 = ‖𝜆𝑖𝑗‖ and 𝚫 = ‖𝛿𝑖𝑗‖, respectively, as follows: 

 

𝜆𝑖𝑗 =
𝑓𝑖𝑗

∑  𝑓𝑖𝑞
𝑚
𝑞=1

 , 𝑖 = 1, … , 𝑛; 𝑗 = 1, … , 𝑚                                                          (9) 

 
∑ 𝜆𝑖𝑗  = 1𝑚

𝑗=1 , 𝑖 = 1, … , 𝑛                                                                    (10) 

 

ẟ𝑖𝑗  = 
𝑑𝑖𝑗

∑ 𝑑𝑖𝑞
𝑚
𝑞=1

,  𝑖 = 1, … , 𝑛; 𝑗 = 1, … , 𝑚                                                        (11) 

 
∑ ẟ𝑖𝑗 = 1𝑚

𝑗=1 , 𝑖 = 1, … , 𝑛                                                                    (12) 

 

where 𝜆𝑖𝑗 and ẟ𝑖𝑗  are normalized values of the elements 𝑓𝑖𝑗  and 𝑑𝑖𝑗  of the matrices 𝔽 and 𝔻, respectively. 

Thus, taking into account the resource 𝑅𝑗 , the usage frequency β𝑗and the distance 𝛿𝑖𝑗, the server(s) should also be 

placed in such a way that: 

 

𝛽𝑗(1 − 𝛿𝑖𝑗) → max                                                                            (13) 

 

Figure 2 shows that 𝛿𝑖𝑗 = 𝛿𝑖𝑘 + 𝛿𝑘𝑗, in other words, the distance (𝛿𝑖𝑗) between the user (𝑈𝑖) and the resource (𝑅𝑗) 

is equal to the sum of the distance (𝛿𝑖𝑘) between the user (𝑈𝑖) and the server (𝑆𝑘) and the distance (𝛿𝑘𝑗) between the 

server and the resource. Taking into account that the distance 𝛿𝑖𝑘 is much shorter than the distance 𝛿𝑘𝑗 (𝛿𝑖𝑘 ≪ 𝛿𝑘𝑗), then 

the expression (13) can be replaced by: 

 

𝛽𝑗(1 − 𝛿𝑘𝑗) → max                                                                          (14) 

 

Thus, given the definition (7), the first objective function of the optimization model can be written as follows: 
 

𝑓1 = ∑ 𝛽𝑗
𝑚
𝑗=1 ∑ (1 − 𝛿𝑘𝑗)𝑥𝑗𝑘

𝐾
𝑘=1 → max                                                       (15) 

 

The second part of the model includes the assignment of users to servers. Given the activity α𝑖  and the 

frequency 𝜆𝑖𝑗 , the user should be assigned to the server as follows: 

 

𝛼𝑖𝜆𝑖𝑗 → max                                                                              (16) 

 

Using definitions (7) and (8), the second objective function of the optimization model can be written as follows: 

 

𝑓2 = ∑ 𝛼𝑖
𝑛
𝑖=1 ∑ ∑ 𝜆𝑖𝑗𝑥𝑗𝑘𝑦𝑖𝑘

𝐾
𝑘=1

𝑚
𝑗=1 → max                                                     (17) 

 

The final objective function can be written as a weighted linear combination of the functions (15) and (17): 

 

ℱ1 = 𝛾𝑓1 + (1 − 𝛾)𝑓2 = 

= 𝛾 ∑ 𝛽𝑗
𝑚
𝑗=1 ∑ (1 − 𝛿𝑘𝑗)𝑥𝑗𝑘

𝐾
𝑘=1 + (1 − 𝛾) ∑ 𝛼𝑖

𝑛
𝑖=1 ∑ 𝜆𝑖𝑗 ∑ 𝑥𝑗𝑘𝑦𝑖𝑘

𝐾
𝑘=1

𝑚
𝑗=1 → max                         (18) 

 

where 0 ≤ 𝛾 ≤ 1 denotes the weight factor. 

On the other hand, the objective function can also be defined as a multiplication of the functions (15) and (17): 
 

ℱ2 = ∑ 𝛼𝑖
𝑛
𝑖=1 ∑ 𝛽𝑗𝜆𝑖𝑗 ∑ (1 − 𝛿𝑘𝑗)𝑥𝑗𝑘𝑦𝑖𝑘

𝐾
𝑘=1

𝑚
𝑗=1 → max                                         (19) 

 

Given the problem statement and the servers’ characteristics, the optimum of this objective function must be found 
within the following constraints. 

The sum of the volume of cloud resources to be placed on the server cannot exceed the total storage capacity of the 

server: 

 
∑ 𝑉𝑗

𝑚
𝑗=1 𝑥𝑗𝑘 ≤ 𝜗𝑘, 𝑘 = 1, … , 𝐾                                                              (20) 
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Each cloud resource should be allocated on only one server: 

 
∑ 𝑥𝑗𝑘

𝐾
𝑘=1 = 1, 𝑗 = 1, … , 𝑚                                                                (21) 

 

Each server should host at least one cloud resource and all resources cannot be allocated on one server: 

 

1 ≤ ∑ 𝑥𝑗𝑘 < 𝑚𝑚
𝑗=1 , 𝑘 = 1, … , 𝐾                                                             (22) 

 

Each user should be assigned only to one server: 

 
∑ 𝑦𝑖𝑘 = 1𝐾

𝑘=1 , 𝑖 = 1, … , 𝑛                                                                  (23) 

 

Each server should have at least one user assigned and all users cannot be assigned to the same server: 

 

1 ≤ ∑ 𝑦𝑖𝑘
𝑛
𝑖=1 < 𝑛, 𝑘 = 1, … , 𝐾                                                               (24) 

Table 1. Frequency matrix (𝔽), users’ activity (α𝑖) and frequency of resource use 𝛽𝑗 

𝔽 = ‖𝒇𝒊𝒋‖ , ( 𝑖 = 1, … ,7; 𝑗 = 1, … ,30) 

ℝ = 

{𝑅𝑗 |𝑗 = 1, … ,30} 

𝛃 = 

{𝛽𝑗|𝑗 = 1, … ,30} 

𝕌 = {𝑈𝑖|𝑖 = 1, … ,7} 

𝑈1B 𝑈2 𝑈3 𝑈4 𝑈5 𝑈6 𝑈7 

𝑅1  𝛽1 = 0.0222 25 75 25 23 38 26 59 

𝑅2 𝛽2 = 0.0389 90 56 54 92 68 55 59 

𝑅3 𝛽3 = 0.0368 32 31 99 61 85 85 55 

𝑅4 𝛽4 = 0.0336 42 64 97 83 72 19 33 

𝑅5 𝛽5 = 0.0340 56 28 33 81 64 85 68 

𝑅6 𝛽6 = 0.0405 80 68 64 36 68 89 89 

𝑅7 𝛽7 = 0.0359 81 41 64 94 64 30 64 

𝑅8 𝛽8 = 0.0328 93 35 11 17 89 84 71 

𝑅9 𝛽9 = 0.0276 90 85 45 16 33 45 22 

𝑅10  𝛽10 = 0.0324 58 64 77 51 51 76 18 

𝑅11  𝛽11 = 0.0306 37 25 38 34 72 77 90 

𝑅12  𝛽12 = 0.0399 94 27 89 36 83 87 71 

𝑅13  𝛽13 = 0.0377 95 55 45 63 38 69 95 

𝑅14  𝛽14 = 0.0421 87 51 46 85 97 47 100 

𝑅15  𝛽15 = 0.0282 24 47 22 74 90 25 62 

𝑅16  𝛽16 = 0.0269 52 50 61 16 24 99 26 

𝑅17  𝛽17 = 0.0386 91 63 46 82 43 72 73 

𝑅18  𝛽18 = 0.0328 69 42 32 86 31 97 43 

𝑅19 𝛽19 = 0.0241 44 74 31 28 49 49 19 

𝑅20  𝛽20 = 0.0277 55 24 15 92 92 26 33 

𝑅21  𝛽21 = 0.0360 31 37 47 92 71 64 97 

𝑅22  𝛽22 = 0.0353 34 56 76 72 25 78 89 

𝑅23  𝛽23 = 0.0412 57 81 90 63 67 81 63 

𝑅24  𝛽24 = 0.0340 80 75 88 28 33 75 36 

𝑅25  𝛽25 = 0.0390 89 70 66 85 60 82 24 

𝑅26  𝛽26 = 0.0231 53 18 32 55 71 29 24 

𝑅27  𝛽27 = 0.0297 17 39 24 74 94 60 54 

𝑅28  𝛽28 = 0.0325 56 57 17 81 73 79 33 

𝑅29 𝛽29 = 0.0325 97 29 12 58 27 73 100 

𝑅30  𝛽30 = 0.0334 18 98 66 90 41 50 44 

 
𝛂𝒊 (𝑖 = 1, … ,7) 

α1= 

0.1498 

α2= 

0.1284 

α3= 

0.1240 

α4= 

0.1516 

α5= 

0.1487 

α6= 

0.1569 

α7= 

0.1406 
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It is obvious that, (18), (20)-(24) and also (19)-(24), the binary nonlinear integer programming models belong to 

the class of NP-complete problem. Therefore, it is practically impossible to find a global optimal solution to the 

problem with the help of classical algorithms at large values of 𝑛 , 𝑚  and 𝑘 . Therefore, we can only talk about 

suboptimal solutions. Then the question may arise which of these models will provide the best solution. The next 

section discusses the comparison of models on example. 

To solve the binary nonlinear integer programming models, (18), (20)-(24) and (19)-(24), we have used 

Optimization Toolbox of MATLAB 2022a. 

4.  Experiment   

This section compares models (18), (20) - (24) and (19) - (24). Assume that the number of cloud resources is30 

(𝑚 = 30), the number of users is 7 (𝑛 = 7) and the number of servers is 3 (𝑘 = 3). Table 1 shows the frequency matrix 

of users 𝔽 = ‖𝑓𝑖𝑗‖ using cloud resources, and the last rows of the table shows the values of user activity (α𝑖) using 

cloud resources and column 2 of the table lists the values of the frequency of use of cloud resources β𝑗 . Table 2 shows 

the normalized frequency matrix of cloud resources usage. 

Table 2. Normalized frequency matrix (𝚲) 

𝚲 = ‖𝝀𝒊𝒋‖ , 𝑖 = 1, … ,7; 𝑗 = 1, … ,30 

ℝ = {𝑅𝑗 |𝑗 = 1, … ,30} 
𝕌 = {𝑈𝑖|𝑖 = 1, … ,7} 

𝑈1 𝑈2 𝑈3 𝑈4 𝑈5 𝑈6 𝑈7 

𝑅1  0.0137 0.0479 0.0165 0.0124 0.0210 0.0136 0.0344 

𝑅2 0.0493 0.0358 0.0357 0.0498 0.0375 0.0288 0.0344 

𝑅3 0.0175 0.0198 0.0655 0.033 0.0469 0.0444 0.0321 

𝑅4 0.0230 0.0409 0.0642 0.0449 0.0397 0.0099 0.0193 

𝑅5 0.0307 0.0179 0.0218 0.0438 0.0353 0.0444 0.0397 

𝑅6 0.0438 0.0435 0.0423 0.0195 0.0375 0.0465 0.0519 

𝑅7 0.0443 0.0262 0.0423 0.0509 0.0353 0.0157 0.0373 

𝑅8 0.0509 0.0224 0.0073 0.0092 0.0491 0.0439 0.0414 

𝑅9 0.0493 0.0543 0.0298 0.0087 0.0182 0.0235 0.0128 

𝑅10  0.0317 0.0409 0.0509 0.0276 0.0281 0.0397 0.0105 

𝑅11  0.0203 0.016 0.0251 0.0184 0.0397 0.0403 0.0525 

𝑅12  0.0515 0.0173 0.0589 0.0195 0.0458 0.0455 0.0414 

𝑅13  0.0520 0.0351 0.0298 0.0341 0.0210 0.0361 0.0554 

𝑅14  0.0476 0.0326 0.0304 0.0460 0.0535 0.0246 0.0583 

𝑅15  0.0131 0.0300 0.0146 0.0400 0.0496 0.0131 0.0362 

𝑅16  0.0285 0.0319 0.0403 0.0087 0.0132 0.0518 0.0152 

𝑅17  0.0498 0.0403 0.0304 0.0444 0.0237 0.0376 0.0426 

𝑅18  0.0378 0.0268 0.0212 0.0465 0.0171 0.0507 0.0251 

𝑅19 0.0241 0.0473 0.0205 0.0152 0.0270 0.0256 0.0111 

𝑅20  0.0301 0.0153 0.0099 0.0498 0.0507 0.0136 0.0193 

𝑅21  0.0170 0.0236 0.0311 0.0498 0.0392 0.0335 0.0566 

𝑅22  0.0186 0.0358 0.0503 0.0390 0.0138 0.0408 0.0519 

𝑅23  0.0312 0.0518 0.0595 0.0341 0.0370 0.0423 0.0368 

𝑅24  0.0438 0.0479 0.0582 0.0152 0.0182 0.0392 0.0210 

𝑅25  0.0487 0.0447 0.0437 0.0460 0.0331 0.0429 0.0140 

𝑅26  0.0290 0.0115 0.0212 0.0298 0.0392 0.0152 0.0140 

𝑅27  0.0093 0.0249 0.0159 0.0400 0.0518 0.0314 0.0315 

𝑅28  0.0307 0.0364 0.0112 0.0438 0.0403 0.0413 0.0193 

𝑅29 0.0531 0.0185 0.0079 0.0314 0.0149 0.0382 0.0583 

𝑅30  0.0099 0.0626 0.0437 0.0487 0.0226 0.0261 0.0257 

 

Table 3 shows the distance matrix ((𝔻) between servers and cloud resources. Table 4 shows the normalized 

distance matrix ((𝚫)). 
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Table 3. Distance matrix (𝔻) 

𝔻 = ‖𝑑𝑞𝑗‖, 𝑞 = 1, 2, 3;  𝑗 = 1, … ,30 

ℝ = {𝑅𝑗 |𝑗 = 1, … ,30} 
𝑆 = {𝑆𝑞|𝑞 = 1,2,3} 

𝑆1 𝑆2 𝑆3 

𝑅1  8369 5935 4814 

𝑅2 4516 2390 6828 

𝑅3 3796 2770 7462 

𝑅4 7273 2676 7387 

𝑅5 5927 6123 3590 

𝑅6 7868 7085 8281 

𝑅7 9184 5153 8909 

𝑅8 4646 6613 6708 

𝑅9 5914 1552 6853 

𝑅10  7632 9909 3210 

𝑅11  4863 1954 5605 

𝑅12  1979 3757 4968 

𝑅13  9289 4015 9909 

𝑅14  3941 2583 4550 

𝑅15  5181 1039 8109 

𝑅16  4517 4393 5786 

𝑅17  7910 9264 3816 

𝑅18  9742 4114 1763 

𝑅19 5022 4871 1882 

𝑅20  5297 2520 6884 

𝑅21  6447 9697 5579 

𝑅22  4204 8628 5381 

𝑅23  8400 9878 2884 

𝑅24  8765 1754 3131 

𝑅25  1754 1471 4637 

𝑅26  3488 9875 5569 

𝑅27  7648 1178 2053 

𝑅28  9763 7268 8792 

𝑅29 4904 4994 9297 

𝑅30  2314 8070 4814 

 

Table 5 illustrates the volume of cloud resources and storage capacity of servers  

Table 6 illustrates solutions of optimization tasks (18), (20)-(24) for different values of the parameter  .  
Table 7 illustrates solutions of optimization tasks (19)-(24). 

Such a strategy is used to determine the best solutions out of the ones found, as well as to compare optimization 

models. The value of the objective function of another model is calculated according to the solution given by one model. 

In this regard, let’s first label the solutions found as follows. Let’s denote the solutions of the first model corresponding 

to the values of 0.5, 0.6 and 0.4 of  as (𝑥0.5, 𝑦0.5), (𝑥0.6, 𝑦0.6) and (𝑥0.4, 𝑦0.4). Let’s denote the solution of the second 

model as (𝑥, 𝑦). 
The value of the objective functions is calculated for each solution found. Table 8 illustrates the results. 
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Table 4. Normalized distance matrix (𝚫) 

Δ = ‖𝛿𝑞𝑗‖, 𝑞 = 1, 2, 3;  𝑗 = 1, … ,30 

ℝ = {𝑅𝑗 |𝑗 = 1, … ,30} 
𝕊 = {𝑆𝑞|𝑞 = 1,2,3} 

𝑆1 𝑆2 𝑆3 

R1  0.0464 0.0392 0.0282 

R2  0.0250 0.0158 0.0400 

R3  0.0210 0.0183 0.0437 

R4  0.0403 0.0177 0.0433 

R5  0.0328 0.0404 0.021 

R6  0.0436 0.0468 0.0485 

R7  0.0509 0.034 0.0522 

R8  0.0257 0.0436 0.0393 

R9 0.0328 0.0102 0.0401 

R10  0.0423 0.0654 0.0188 

R11  0.0269 0.0129 0.0328 

R12  0.0110 0.0248 0.0291 

R13  0.0514 0.0265 0.0580 

R14  0.0218 0.0170 0.0266 

R15  0.0287 0.0069 0.0475 

R16  0.0250 0.0290 0.0339 

R17  0.0438 0.0611 0.0223 

R18  0.0540 0.0271 0.0103 

R19  0.0278 0.0321 0.011 

R20  0.0293 0.0166 0.0403 

R21  0.0357 0.0640 0.0327 

R22  0.0233 0.0569 0.0315 

R23  0.0465 0.0652 0.0169 

R24  0.0485 0.0116 0.0183 

R25  0.0097 0.0097 0.0272 

R26  0.0193 0.0652 0.0326 

R27  0.0424 0.0078 0.012 

R28  0.0541 0.0480 0.0515 

R29 0.0272 0.0330 0.0544 

R30  0.0128 0.0533 0.0358 

Table 5. Volume of cloud resources (𝕍) and storage capacity of servers (𝑣𝑘) 
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Table 6. Solutions of the model (18), (20)-(24) for different values of the parameter  

 

 = 0.5; ℱ1
0.5 = ℱ1 = 124.0661  = 0.6; ℱ1

0.6 = ℱ1 = 100.3885  = 0.4; ℱ1
0.4 = ℱ1 = 141.0612 

𝑥𝑗𝑘
0.5 𝑥𝑗𝑘

0.6 𝑥𝑗𝑘
0.4 

𝑘 = 1 𝑘 = 2 𝑘 = 3  𝑘 = 1 𝑘 = 2 𝑘 = 3  𝑘 = 1 𝑘 = 2 𝑘 = 3  

𝑗 = 1 1 0 0 𝑥11 = 1 0 0 1 𝑥13 = 1 0 0 1 𝑥13 = 1 

𝑗 = 2 0 1 0 𝑥22 = 1 0 1 0 𝑥22 = 1 0 1 0 𝑥22 = 1 

𝑗 = 3 1 0 0 𝑥31 = 1 1 0 0 𝑥31 = 1 1 0 0 𝑥31 = 1 

𝑗 = 4 1 0 0 𝑥41 = 1 0 0 1 𝑥43 = 1 0 0 1 𝑥43 = 1 

𝑗 = 5 1 0 0 𝑥51 = 1 1 0 0 𝑥51 = 1 1 0 0 𝑥51 = 1 

𝑗 = 6 1 0 0 𝑥61 = 1 1 0 0 𝑥61 = 1 1 0 0 𝑥61 = 1 

𝑗 = 7 1 0 0 𝑥71 = 1 1 0 0 𝑥71 = 1 1 0 0 𝑥71 = 1 

𝑗 = 8 1 0 0 𝑥81 = 1 1 0 0 𝑥81 = 1 1 0 0 𝑥81 = 1 

𝑗 = 9 1 0 0 𝑥91 = 1 1 0 0 𝑥91 = 1 1 0 0 𝑥91 = 1 

𝑗 = 10 1 0 0 𝑥10,1 = 1 1 0 0 𝑥10,1 = 1 1 0 0 𝑥10,1 = 1 

𝑗 = 11 0 0 1 𝑥11,3 = 1 1 0 0 𝑥11,1 = 1 1 0 0 𝑥11,1 = 1 

𝑗 = 12 1 0 0 𝑥12,1 = 1 1 0 0 𝑥12,1 = 1 1 0 0 𝑥12,1 = 1 

𝑗 = 13 1 0 0 𝑥13,1 = 1 1 0 0 𝑥13,1 = 1 1 0 0 𝑥13,1 = 1 

𝑗 = 14 1 0 0 𝑥14,1 = 1 1 0 0 𝑥14,1 = 1 1 0 0 𝑥14,1 = 1 

𝑗 = 15 1 0 0 𝑥15,1 = 1 1 0 0 𝑥15,1 = 1 1 0 0 𝑥15,1 = 1 

𝑗 = 16 1 0 0 𝑥16,1 = 1 1 0 0 𝑥16,1 = 1 1 0 0 𝑥16,1 = 1 

𝑗 = 17 1 0 0 𝑥17,1 = 1 1 0 0 𝑥17,1 = 1 1 0 0 𝑥17,1 = 1 

𝑗 = 18 1 0 0 𝑥18,1 = 1 0 0 1 𝑥18,3 = 1 0 0 1 𝑥18,3 = 1 

𝑗 = 19 1 0 0 𝑥19,1 = 1 1 0 0 𝑥19,1 = 1 1 0 0 𝑥19,1 = 1 

𝑗 = 20 1 0 0 𝑥20,1 = 1 1 0 0 𝑥20,1 = 1 1 0 0 𝑥20,1 = 1 

𝑗 = 21 0 0 1 𝑥21,3 = 1 0 0 1 𝑥21,3 = 1 0 0 1 𝑥21,3 = 1 

𝑗 = 22 1 0 0 𝑥22,1 = 1 1 0 0 𝑥22,1 = 1 1 0 0 𝑥22,1 = 1 

𝑗 = 23 1 0 0 𝑥23,1 = 1 1 0 0 𝑥23,1 = 1 1 0 0 𝑥23,1 = 1 

𝑗 = 24 1 0 0 𝑥24,1 = 1 1 0 0 𝑥24,1 = 1 1 0 0 𝑥24,1 = 1 

𝑗 = 25 0 1 0 𝑥25,2 = 1 1 0 0 𝑥25,1 = 1 1 0 0 𝑥25,1 = 1 

𝑗 = 26 0 0 1 𝑥26,3 = 1 0 0 1 𝑥26,3 = 1 0 0 1 𝑥26,3 = 1 

𝑗 = 27 1 0 0 𝑥27,1 = 1 0 0 1 𝑥27,3 = 1 0 0 1 𝑥27,3 = 1 

𝑗 = 28 1 0 0 𝑥28,1 = 1 1 0 0 𝑥28,1 = 1 1 0 0 𝑥28,1 = 1 

𝑗 = 29 0 1 0 𝑥29,2 = 1 1 0 0 𝑥29,1 = 1 1 0 0 𝑥29,1 = 1 

𝑗 = 30 0 1 0 𝑥30,2 = 1 1 0 0 𝑥30,1 = 1 1 0 0 𝑥30,1 = 1 

 
𝑦𝑖𝑘

0.5 𝑦𝑖𝑘
0.6 𝑦𝑖𝑘

0.4 

𝑘 = 1 𝑘 = 2 𝑘 = 3  𝑘 = 1 𝑘 = 2 𝑘 = 3  𝑘 = 1 𝑘 = 2 𝑘 = 3  

𝑖 = 1 1 0 0 𝑦11 = 1 1 0 0 𝑦11 = 1 1 0 0 𝑦11 = 1 

𝑖 = 2 1 0 0 𝑦21 = 1 1 0 0 𝑦21 = 1 1 0 0 𝑦21 = 1 

𝑖 = 3 1 0 0 𝑦31 = 1 1 0 0 𝑦31 = 1 1 0 0 𝑦31 = 1 

𝑖 = 4 1 0 0 𝑦41 = 1 1 0 0 𝑦41 = 1 1 0 0 𝑦41 = 1 

𝑖 = 5 1 0 0 𝑦51 = 1 1 0 0 𝑦51 = 1 0 0 1 𝑦53 = 1 

𝑖 = 6 0 1 0 𝑦62 = 1 0 1 0 𝑦62 = 1 0 1 0 𝑦62 = 1 

𝑖 = 7 0 0 1 𝑦73 = 1 0 0 1 𝑦73 = 1 1 0 0 𝑦71 = 1 
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Table 7. Solution of the model (19)-(24) 

 

ℱ2 = 7.7874 

𝒙𝒋𝒌 

𝑘 = 1 𝑘 = 2 𝑘 = 3  

𝑗 = 1 1 0 0 𝑥11 = 1 

𝑗 = 2 1 0 0 𝑥21 = 1 

𝑗 = 3 1 0 0 𝑥31 = 1 

𝑗 = 4 1 0 0 𝑥41 = 1 

𝑗 = 5 1 0 0 𝑥51 = 1 

𝑗 = 6 1 0 0 𝑥61 = 1 

𝑗 = 7 1 0 0 𝑥71 = 1 

𝑗 = 8 1 0 0 𝑥81 = 1 

𝑗 = 9 1 0 0 𝑥91 = 1 

𝑗 = 10 1 0 0 𝑥10,1 = 1 

𝑗 = 11 1 0 0 𝑥11,1 = 1 

𝑗 = 12 1 0 0 𝑥12,1 = 1 

𝑗 = 13 0 1 0 𝑥13,2 = 1 

𝑗 = 14 1 0 0 𝑥14,1 = 1 

𝑗 = 15 1 0 0 𝑥15,1 = 1 

𝑗 = 16 1 0 0 𝑥16,1 = 1 

𝑗 = 17 1 0 0 𝑥17,1 = 1 

𝑗 = 18 1 0 0 𝑥18,1 = 1 

𝑗 = 19 1 0 0 𝑥19,1 = 1 

𝑗 = 20 1 0 0 𝑥20,1 = 1 

𝑗 = 21 0 0 1 𝑥21,3 = 1 

𝑗 = 22 1 0 0 𝑥22,1 = 1 

𝑗 = 23 1 0 0 𝑥23,1 = 1 

𝑗 = 24 0 0 1 𝑥24,3 = 1 

𝑗 = 25 1 0 0 𝑥25,1 = 1 

𝑗 = 26 0 0 1 𝑥26,3 = 1 

𝑗 = 27 0 0 1 𝑥27,3 = 1 

𝑗 = 28 1 0 0 𝑥28,1 = 1 

𝑗 = 29 0 1 0 𝑥29,2 = 1 

𝑗 = 30 0 1 0 𝑥30,2 = 1 

 
𝒚𝒊𝒌 

𝑘 = 1 𝑘 = 2 𝑘 = 3  

𝑖 = 1 1 0 0 𝑦11 = 1 

𝑖 = 2 1 0 0 𝑦21 = 1 

𝑖 = 3 1 0 0 𝑦31 = 1 

𝑖 = 4 1 0 0 𝑦41 = 1 

𝑖 = 5 1 0 0 𝑦51 = 1 

𝑖 = 6 0 0 1 𝑦63 = 1 

𝑖 = 7 0 1 0 𝑦72 = 1 
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Table 8. Comparison of solutions and models 

 (𝑥0.5, 𝑦0.5) (𝑥0.6, 𝑦0.6) (𝑥0.4, 𝑦0.4) (𝑥, 𝑦) 
Relative improvement  

of the solution (𝑥, 𝑦), % 

ℱ1
0.5 = ℱ1( = 0.5) 124.0661 – – 125.5718 1.21 

ℱ1
0.6 = ℱ1( = 0.6) – 100.3885 – 103.4330 3.03 

ℱ1
0.4 = ℱ1( = 0.4) – – 141.0612 147.7106 4.71 

ℱ2 7.6605 7.5080 7.2543 7.7874 1.66; 3.72; 7.35 

 

Analysis of the results shows that the solution (𝑥, 𝑦) provided by the second model (ℱ2) is the best in all cases: 

ℱ1
0.5(𝑥0.5, 𝑦0.5) < ℱ1

0.5(𝑥, 𝑦)  ( 124.0661 < 125.5718 ), ℱ1
0.6(𝑥0.6, 𝑦0.6) < ℱ1

0.6(𝑥, 𝑦)  ( 100.3885 < 103.4330  ) and 

ℱ1
0.4(𝑥0.4, 𝑦0.4) < ℱ1

0.4(𝑥, 𝑦) (141.0612 < 147.7106). The comparison is graphically shown in Figure 3. This result 

can also be concluded from the relation ℱ2(𝑥, 𝑦) > ℱ2(𝑥0.5, 𝑦0.5) > ℱ2(𝑥0.6, 𝑦0.6) > ℱ2(𝑥0.4, 𝑦0.4). The comparison is 

shown in Figure 4. Another important result is that, in the first model, the best solution is obtained when  = 0.5, and 

the worst solution is obtained when  = 0.4. This is confirmed by the relative improvements given in the last column of 

Table 8. Thus, solution corresponding to  = 0.5 is out performed by the best solution by 1.21% and 1.66% based on ℱ1  

and ℱ2  values, respectively. Analogously, on ℱ1  and ℱ2  values, the solution corresponding to  = 0.6 is outperformed 

by the best solution by 3.03% and 3.72%, respectively. And the solution corresponding to  = 0.4 is outperformed by 

the best solution by 4.71% and 7.35%, respectively. In Figures 3 and 4, the best results are colored in bold red. 

 

 

Fig.3. Comparison of solutions based on ℱ1-values for different values of the parameter  

 

Fig.4. Comparison of solutions based on ℱ2-values 

Thus, referring to the best solution (𝑥, 𝑦) in the example under consideration (see Table 7), cloud resources should 

be distributed to the servers as follows: cloud resources 1-12, 14-20, 22, 23, 25, and 28 should be distributed on the 

server 1, cloud resources 13, 29 and 30 should be distributed on the server 2, and finally, cloud resources 21, 24, 26 and 

27 should be distributed on the server 3. Users should be assigned to servers as follows: users 1-5 should be assigned to 

server 1, user 6 should be assigned to server 3, and user 7 should be assigned to server 2. 
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5.  Conclusions  

The article offered a strategy for the optimal placement of tasks in cloud computing environment to minimize the 

processing time and network delays in cloud computing environment. In traditional mobile cloud computing, there are 

delays in delivering the results obtained to the user due to the loading of the Internet when solving the problems on 

cloud servers. Moreover, when the tasks are solved on a cloud server, the power consumption of mobile devices 

increases and its energy reserves quickly deplete. The proposed scheduling model reduced the mobile power 

consumption and network latency by uploading applications into appropriate cloudlets, taking into account the 

frequency of use of applications. Consequently, the proposed model enabled the users to reduce additional (extra) costs 
and processing time. The article proposed a method for reducing delays by significantly reducing the network 

infrastructure overload by arranging the optimal distribution of the most frequently used resources by certain user 

groups, as well as more remote resources on the cloud network servers serving those groups. 
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