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Abstract: Transmission of images on the network is considered insecure which has security-related issues. In this paper, to provide security to digital images, an encryption system that uses four chaotic maps for binary key sequence generation is proposed. The system consists of stages namely, confusion, generation of random binary chaotic key sequence, pseudo-random number generation (RN), and diffusion. Keys for encryption are chosen randomly based on a pseudo random generator from the selected chaotic maps by the linear feedback shift register (LFSR). The algorithm achieves good results in terms of NPCR, UACI, and entropy values. The developed cryptosystem resists differential attacks, is sensitive to minor alterations in the keys, and has a large key space.

Index Terms: Linear Feedback Shift Register, Random Binary Key Sequence, Chaotic Image Cryptosystem, Confusion, Diffusion.

1. Introduction

Providing storage and protecting multimedia data in communication has gained much attention. Cryptography, steganography, and watermarking are three efficient ways to provide security for digital information from attacks [1,2]. Among these three ways, cryptography plays an important role in providing security while transmitting digital information on an insecure medium. Considering traditional algorithms such as DES, IDEA, and RSA [3] are appropriate for encrypting text but are inappropriate for images [4,5] mainly because of two reasons. First, the size of the images is larger than the text; second, the traditional encryption systems consume more time to encrypt the images. High redundancy and bulk data capacity are the factors in which conventional algorithms fail to provide security. There exist differences between cryptography and chaotic cryptography. Cryptography uses keys for generating cipher images unlike chaos takes some initial parameters which are considered equal to keys. In providing security for information, implementing efficient encryption algorithms is an important criterion and the key generation process must be unpredictable. Therefore, key sequence generation plays a vital role in any encryption system. Chaotic encryption schemes exhibit certain properties which are appropriate for the encryption of images. Chaos is extremely sensitive to initial conditions, pseudo random, non-periodic, and ergodicity, and accurate in the generation of a large number of chaotic sequences [6]. In this work, a novel hybrid key generator that generates a binary key sequence combining four chaotic maps is proposed. The generated key sequence encrypts and decrypts the digital image in a chaotic cryptosystem.
In this work, the focus is on the application of the generated random binary key sequences for encryption. The novelty of this implementation is in the generation of binary key sequences using all four chaotic maps which are used for encryption. The selection of bits to form the selected random binary key is dependent on the pseudo random generator. Row and column shuffling and at last shuffling of columns randomly minimize the correlation among the pixels. In diffusion, 8 bits of the image are xored with the randomly selected 8 bits of the key from any four chaotic maps to generate the cipher, which increases randomness and makes the system unpredictable.

In section 2, a review of the implementation of chaotic encryption is done. Next, in section 3, we provide the basics of chaotic maps used to develop an encryption cryptosystem. The proposed chaotic system is presented in section 4. The results analysis is done in section 5. Section 6 presents the summary of the work.

2. Literature Review

Recently, chaotic cryptosystems are considered a prime source for the design and implementation of pseudorandom generators. Many papers exist in the literature.

Ali Soleymani et.al., [7] use two maps, the Arnold Cat Map (ACM) and Henon chaotic map, and proposed a novel encryption scheme to secure images. Initially, ACM is used for bit and pixel-level permutations on plain and secret images respectively. Then, the Henon map is applied to the secret image and the specific parameters for the permutation. In the first step, a secret image is generated, and the pixel of the secret image is permuted. Simultaneously, the bit-level permutation of the plain image is carried out for \( r \) rounds. Pixel modification is carried out on the two obtained images and xor of consecutive pixels is done. The obtained result of this stage is given as feedback to the bit permutation function to carry out \((p−1)\) rounds. The algorithm resists statistical as well as the chosen plaintext attack and attains large key space.

Asia Mahdi Naser Alzubaidi [8] proposed an efficient algorithm in which iterative scrambling of image pixels is carried out by dividing it into 64 blocks. Then, 2D ACM is applied to distort the relationship among adjacent pixels of the input. Encryption is performed using a Henon map which diffuses the correlation between the input and the cipher. Performance analysis shows that the system is resistant to both statistical and differential attacks.

Guodong Ye and Xiaoling Huang [9] proposed an encryption algorithm that performs permutation and diffusion in a single round. A mathematical model is used in the permutation stage. The SHA-3 algorithm is used in the generation of the keystream in diffusion. This keystream is combined with newly evaluated keys. The generated keystream has a dependency on the binary input. The system has high security and resists known plaintext and chosen plaintext attacks.

Yueping Li et.al., [10] proposed an algorithm using both pixel-level and bit-level permutation. The chaotic system generates chaotic sequences which are related to the elements of the input. Permutation at the pixel level is applied which shuffles the input. Next, a bit-level permutation is applied which makes the system secure. Finally, diffusion generates the cipher. This scheme is secure and considered reliable.

Dasari Sravanthi et.al., [11] proposed an algorithm that performs a bit-plane operation using Piece-wise Linear Chaotic Map (PWLCM) and 2-D Logistic-adjusted-Sine map. Initially, bit plane diffusion is carried out by applying the PWLCM. Next, the 2-D Logistic-adjusted-Sine map is applied in row-shuffling and column-shuffling. The SHA-256 generates the secret keys which resist known-plaintext attack and chosen-plaintext attack. The bit-plane operation performs confusion and diffusion of the pixels simultaneously. This scheme resists common attacks.

Sameh S. Askar et.al., [12] proposed an encryption method that initially alters the pixel positions. Row shuffling followed by column shuffling operations minimizes the correlation between the pixels. The algorithm has a large key space and good information entropy. Also, the algorithm resists differential attacks.

Yingchun Hu et.al., [13] used a 1D chaotic map for a bit-level encryption algorithm and worked out its security analysis. The proposed algorithm handles bit-level permutation encryption in an efficient way. The generated chaotic sequence is not dependent on the input. During decryption, the diffusion and the permutation keys are retrieved by the input and the cipher. This implementation can be a framework for performing security analysis of the algorithm which uses bit-level operations.

Arwa Benlashram et.al., [14] used a 3D logistic map to design an encryption system. Initially, the pixels of the input image are shuffled, which is then xored with a key. Then, a 3D chaotic logistic map is applied to generate the cipher. The security of this scheme is enhanced by using additional (three) steps to generate the cipher. The algorithm attains large key space by using the 3D logistic map.

Moysis L et.al., [15] applied the shuffling method to bits of an image by placing these bits in a 3D matrix. Then, a three-step method of shuffling is carried out on each row, column, and at the bit level of the matrix. Combining both the shuffling operation and XOR results in a cipher that resists attacks like histogram and cropping attacks. The algorithm is also resistant to transmission noise.

Devipriya M and Brindha M [16] proposed a method for image diffusion using a Tent map and block encryption. Pixel permutation is applied at the block level which resists statistical attacks. Bit-level permutation using a PLWCM is performed to resist differential attacks. The algorithm resists statistical and differential attacks effectively.

From the survey carried out, it is observed that most work prevails on using a single chaotic map in the cryptosystem used for encryption. Combining more than one chaotic map enhances the key space and makes the cryptosystem strong and secure.
3. Concepts of Chaotic Maps

In the proposed work, four different chaotic maps are considered. The properties of these maps are presented in this section.

3.1. Henon Map

The Henon map introduced by Michel Henon is a commonly used example of a discrete-time dynamical system [18]. It is a system that behaves chaotically. It considers a point \((x_n, y_n)\) in the plane and maps it to a new point which can be represented by equation (1).

\[
\begin{align*}
x_n + 1 &= y_n + 1 - a * x_n * x_n' \\
y_n + 1 &= b * x_n
\end{align*}
\]

The map is dependent on the parameters, \(a\) and \(b\). For a classical Henon map, \(a\) and \(b\) are initialized with the values 1.4 and 0.3 respectively and is chaotic.

3.2. Arnold’s Cat Map

ACM [18] was discovered by Vladimir Arnold is also a commonly used example of a discrete system that behaves chaotically. ACM can be represented by equation (2).

\[
\begin{align*}
x_n + 1 &= (2 * x_n + y_n) \mod 1 \\
y_n + 1 &= (x_n + y_n) \mod 1
\end{align*}
\]

The chaotic cryptosystem also uses the Tent map and a Logistic map. More information can be found in [17,18].

4. Proposed Chaotic Cryptosystem

The proposed encryption system (Fig.1) employs stages namely, confusion, generation of chaotic random binary key sequences using Tent, Logistic, Henon, and Arnold chaotic maps, and diffusion. The pseudo random number, RN provides the selection of a random key from the selected chaotic map (determined by the LFSR) to encrypt each pixel to generate the cipher. A detailed explanation of the components is as follows.

![Chaotic Cryptosystem based on random binary key sequences](image)

4.1. Confusion

The RGB to the grey converted input image is given as input to the confusion process. Initially, using equation (2), chaotic ACM \(x\) and \(y\) sequences are generated. The pixel’s positions of the image are confused in two steps. Initially, the pixels in the input image are altered based on the generated ACM \(x\) sequence and shuffled image in the first step, Shfld_Img1 is obtained. The first step of confusion can be represented as

\[
\text{Shfld}_\text{Img}_1 = \text{Confuse(input, ACM}_x) \tag{3}
\]

The second step is to confuse the obtained image of the first step, Shfld_Img1 on the ACM \(y\) sequence to obtain Shfld_Img2 by equation (4).

\[
\text{Shfld}_\text{Img}_2 = \text{Confuse(Shfld}_\text{Img}_1, \text{ACM}_y) \tag{4}
\]

The two-step confusion method employed is represented in fig. 2. The obtained image after two steps of shuffling of pixel position is given as input to the diffusion process.
4.2. Generation of Random Binary Key Sequences

Initially, the system generates four chaotic sequences viz., using Tent, Logistic, Henon, and ACM. The logistic map is defined as a polynomial mapping of degree 2 which exhibits chaotic behavior. This map arises from a non-linear dynamical equation [20]. The generation of a chaotic logistic sequence is done as in equation (5).

\[ x(i + 1) = r \cdot x(i) \cdot (1 - x(i)) \]  

\[ x = \text{mod}(\text{unitB}(\text{round}(x \cdot \text{power}(10,8), 256))) \]  

![Diagram of two-step confusion on the position of ACM x and y sequence](image)

Fig. 2. Two-step confusion on the position of ACM x and y sequence

The generated values are in the decimal value of range [0-255] as shown in equation (6). Covert the generated logistic sequence \( x \in \{0, 1, \ldots, 255\} \) into bit/binary vector \( x \in \{0, 1, \ldots, 255\} \) expressed as \( \text{Logistic}_{\text{Seq}} \in \{0, 1, \ldots, p^q \cdot 8\} \), where \( p \) is the width and \( q \) is the height of the input. The chaotic Tent sequence also follows the same process of generation. Similarly, the ACM \( x \) sequence is generated using equation (7).

\[ x(i) = 1 - a \cdot (x(i) \cdot (x(i))) + y(i - 1) \]  

\[ x = \text{mod}(\text{unitB}((x \cdot \text{power}(7,6), 256))) \]  

Similarly, the ACM \( y \) sequence is generated using equation (9).

\[ y(i) = b \cdot x(i - 1) \]  

\[ y = \text{mod}(\text{unitB}(\text{round}(y \cdot \text{power}(7,6), 256))) \]  

A similar method is also used to generate the \( x \) and \( y \) sequences of the Henon map. An 8-bit LFSR [19] along with primitive polynomials of degrees 5, 6, 7, or 8 are considered for the generation of key sequences. Out of the four chaotic maps, the LFSR chooses one chaotic map for encryption. The selection of a particular chaotic map is done based on the 7th & 8th bit, the two most significant bits (MSB) of the LFSR. After selecting a chaotic map, a random key from this map is selected based on the pseudo random number \( \text{RN} \) for encryption of one pixel from the shuffled image. The same method is repeated till the shuffled image is encrypted. Table 1 shows the 8 individual binary key sequences which are generated along with their notation. Also, a combination of generated binary sequences from table 1 is done which generates 61 unique combinations of binary key sequences. \( \text{Hxy}_{\text{bin}} \) is the combined binary key sequence that is generated by combining keys from both the Henon \( x, \text{Hx}_{\text{bin}} \), and Henon \( y, \text{Hy}_{\text{bin}} \) binary key sequences. Similarly, the binary key sequence \( \text{ACMxy}_{\text{bin}} \) for ACM is generated.

<table>
<thead>
<tr>
<th>Chaotic map</th>
<th>Random binary key sequences generated (notation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic</td>
<td>( L_{\text{bin}} )</td>
</tr>
<tr>
<td>Tent</td>
<td>( T_{\text{bin}} )</td>
</tr>
<tr>
<td>Henon</td>
<td>( \text{Hx}<em>{\text{bin}}, \text{Hy}</em>{\text{bin}}, \text{Hxy}_{\text{bin}} )</td>
</tr>
<tr>
<td>Arnold Cat Map</td>
<td>( \text{ACMx}<em>{\text{bin}}, \text{ACMy}</em>{\text{bin}}, \text{ACMxy}_{\text{bin}} )</td>
</tr>
</tbody>
</table>
A total of 8 individual and 53 random binary key sequences are formed by combining two or more chaotic binary sequences that can be generated to be used for encryption.

4.3. Diffusion

The diffusion process is illustrated in fig.3. The shuffled image is expressed as a binary vector, binary. The binary is converted to a vector array of bits, RSh_binary of dimension \( p \times q \times 8 \) and arranged as RSh_binary_matrix of dimension \( p \times (q*8) \). Inter-shuffling of rows and columns if adopted. Initially, all the even rows of RSh_binary_matrix are arranged first followed by odd rows. Then arrange all odd rows first followed by even rows. The last step is to exchange all the columns randomly based on the generated pseudo random number, RN. The diffusion process is described in Algorithm 1, **Diffusion**.

![Diagram](image_url)

**Fig. 3. Diffusion: Two MSBs select a particular binary chaotic map**

**Algorithm 1: Diffusion**

1. **Step 1**: Read the shuffled image of dimension \( p \times q \)
2. **Step 2**: Convert the shuffled image of the confusion process to binary vector, binary
3. **Step 3**: Reshape binary and convert to vector array of bits, RSh_binary of dimension \( p \times q \times 8 \)
4. **Step 4**: Arrange RSh_binary as a binary matrix, RSh_binary_matrix of dimension \( p \times (q*8) \)
5. **Step 5**: for \( i = 1 \) to \( p \) do
6. **Step 6**: arrange even rows first followed by odd rows
7. **Step 7**: for \( j = 1 \) to \( q \) do
8. **Step 8**: arrange odd rows first followed by even rows
9. **Step 9**: Exchange \( q \) columns of RSh_binary_matrix based on the sequence of pseudo random number generator
10. **Step 10**: for \( j = 1 \) to \( p*8 \) do
    - fetch 8-bits from RSh_binary to encrypt with an 8-bit key
    - rotate LFSR
    - generate a pseudo random number, RN
    - call Chaotic_Choice_Enc

The steps to exchange all the columns randomly (Step 9) of RSh_binary_matrix based on a pseudo random number generator is presented in Algorithm 2, **Exchange_q_col**.

**Algorithm 2: Exchange_q_col**

1. **Step 1**: Generate 2 pseudo random numbers RN1 and RN2
2. **Step 2**: for \( r = 1 : q*8 \)
   - \( \text{RSh} \_\text{binary} \_\text{matrix}(:,\text{RN1}) = \text{RSh} \_\text{binary} \_\text{matrix}(:,\text{RN2}) \)

The encryption and the generation of the cipher are done in the Chaotic_Choice_Enc (Step 10) as shown in Algorithm 3.
Algorithm 3: Chaotic Choice_Enc

Step 1: Fetch the 7th & 8th bits, the two MSB from LFSR
Step 2: Select binary Logistic, Tent, Henon, or ACM if MSB = (0,0), (0,1), (1,0), or (1,1) correspondingly
Step 3: Index to the location RN to fetch 8 bit key from the binary key sequence selected
Step 4: xor 8-bits fetched from RSh_binary and 8 bit key to generate 8 bit cipher

Algorithm 3 is repeated to encrypt all bits in the shuffled image. Intra-shuffling carried out on the bits reduces the correlation value between the adjacent pixels of the shuffled image. The resultant binary matrix after a random exchange of columns is again expressed as binary vector RSh_binary_ip.

A. Encryption of Binary Vector, RSh_binary_ip

In the diffusion process, 8 bit keys are selected based on the pseudo random number, RN. The generated RN is indexed as the starting location from which 8 bits of a key are to be fetched from the selected chaotic sequence based on MSBs of the LFSR. These 8 bits fetched from the selected binary vector of chaotic maps act as a random key to encrypt 8 bits of the shuffled image selected from the binary vector RSh_binary_ip. Algorithm 4 for fetching a random 8-bit key from the logistic sequence is described as follows.

Algorithm 4: Logistic_Seq_fetch8bits

Step 1: L_bin(RN)
Step 2: for i = 1 : 8
      \[ L_{bin\_8\text{bits}(i)} = L_{bin(RN+i)} \]
end for
Step 3: randomkey = L_bin_8bits
Step 4: Cipher8bits = bitxor(Bits8, randomkey)

The 8 bits of the random key are then bitxed with 8 bits from RSh_binary_ip and 8 bits cipher is obtained. The generated 8 bits of cipher shown in step 4 of algorithm 4 are represented in the range [0-255]. Once a single pixel from the RSh_binary_ip is encrypted, the LFSR is rotated and the two new MSBs of the LFSR are considered to decide which new chaotic sequence to select next for encryption. The above steps are repeated to process all the bits in the RSh_binary_ip to generate the cipher image, Cipher. Fig. 4 displays the selection of a particular binary key sequence for encrypting bits from the RSh_binary_matrix to generate the cipher image.

![Diagram](Image)

**Fig. 4** Selecting a particular chaotic key sequence in diffusion

B. Estimations of the Cryptographic Strength of the Proposed Algorithm

The binary key sequences are generated based on the chaotic maps. Any minor changes in the parameters result in changes in the random binary key sequence. As the encryption is carried out using the generated binary key sequences, any minor changes in the key will not retrieve the original image.

5. Experimental Results

5.1. Key Sequences

In this implementation, five primitive polynomials of degrees 5, 6, 7, and 8 are considered for the generation of random binary key sequences. Each polynomial is used to generate 61 possible key sequences from 8 binary key sequences presented in table 1. Table 2 illustrates the five primitive polynomials considered for implementation. Therefore, considering all five primitive polynomials, a total of 305 unique binary key sequences can be generated.

**Parameters of Binary Key Sequence Generator**

For the generation of the binary Tent sequence, the initial value of \(x\), \(x(1)=0.2\), and \(\mu=1.9\). For Logistic binary sequence generation, \(x(1)=0.2\) and \(r=3.85566\). For the binary Henon sequence, the values of \(a\) and \(b\) are 1.4 and 0.3 respectively and the initial values of \(x\) and \(y\) are \(x(1)=20\) and \(y(1)=200\). Similarly, for ACM sequence, \(x(1)=0.2\) and
\[ y(I)=0.3. \] For the pseudo random number generator, the seed value is initialized to 2.

### 5.2. Input and Cipher Image

To evaluate the chaotic cryptosystem, Lena, Peppers, Flowers, and Barbara are considered. The results are presented in fig.5 for a primitive polynomial of degree 6, \( x^6+x^5+x^4+x^3+x^2+1 \). The input to the encryption system is the Lena image. The cipher image depicts that the original image cannot be retrieved. Using the appropriate secret keys, the decrypted image (fig.5(c)) is retrieved which is the same as the input Lena. The Lena image is retrieved without any loss.

### Table 2. Considered primitive polynomials

<table>
<thead>
<tr>
<th>Primitive Polynomials</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x^6+x^5+x^4+x^3+x^2+1 )</td>
</tr>
<tr>
<td>( x^5+x^4+x^3+1 )</td>
</tr>
<tr>
<td>( x^4+x^3+x^2+1 )</td>
</tr>
<tr>
<td>( x^3+x^2+1 )</td>
</tr>
<tr>
<td>( x^2+1 )</td>
</tr>
</tbody>
</table>

![Fig. 5](image)

(a) Input Lena  (b) Cipher  (c) Decrypted

### 5.3. Mean Squared Error and Peak-signal-to-noise Ratio (MSE & PSNR)

MSE is the mean squared error. PSNR can be easily defined using MSE. MSE and PSNR are given by equations (11) and (12).

\[
MSE = \frac{1}{mn} \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} [I(i,j) - K(i,j)]^2
\]

PSNR is given by equation (12).

\[
PSNR = 10 \log_{10} \left( \frac{MAX_I^2}{MSE} \right)
\]

Here, \( MAX_I \) is taken as the maximum possible pixel value of the image. From table 3, it is observed that all the cipher obtained for the four images considered with the listed primitive polynomial and specific map combinations have high MSE and low PSNR values.

### Table 3. MSE & PSNR

<table>
<thead>
<tr>
<th>Images</th>
<th>MSE</th>
<th>PSNR(db)</th>
<th>MSE</th>
<th>PSNR(db)</th>
<th>MSE</th>
<th>PSNR(db)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lena</td>
<td>74.2142</td>
<td>29.4599</td>
<td>75.1593</td>
<td>29.4049</td>
<td>74.9137</td>
<td>29.4191</td>
</tr>
<tr>
<td>Peppers</td>
<td>108.6285</td>
<td>27.8053</td>
<td>110.007</td>
<td>27.7505</td>
<td>109.1643</td>
<td>27.7839</td>
</tr>
<tr>
<td>Flowers</td>
<td>87.5138</td>
<td>28.7440</td>
<td>88.2537</td>
<td>28.7074</td>
<td>87.7060</td>
<td>28.7345</td>
</tr>
</tbody>
</table>
5.4. Differential Analysis

The number of changing pixel rate (NPCR) and the unified averaged changed intensity (UACI) [24] are two significant measures for displaying the strength of any cryptosystem or ciphers with regard to differential attacks. Normally, obtaining high values of NPCR and UACI (equations (13) and (14)) by any encryption algorithm shows effective resistance to differential attacks. Also, the system must exhibit sensitivity to minimal alterations in the input thereby resisting differential attacks. Even a change of one bit in the input must show drastic differences in the cipher.

\[
NPCR = \frac{1}{W \times H} \sum_{i,j} D(i,j) \times 100\%
\]

\[
UACI = \frac{1}{W \times H} \left( \sum_{i,j} \frac{C_1(i,j) - C_2(i,j)}{255} \right) \times 100\%
\]

where \(W\) and \(H\) are the sizes of the input. \(C_1\) and \(C_2\) are the ciphers in which the input image differs by one pixel. \(D(i,j)\) is given by the equation (15).

\[
D(i,j) = \begin{cases} 
0 & C_1(i,j) = C_2(i,j) \\
1 & C_1(i,j) \neq C_2(i,j)
\end{cases}
\]

The NPCR and UACI are computed for the considered standard images with three chaotic map combinations of binary key sequences generated by the primitive polynomials. The obtained values for three primitive polynomials considering specific random binary key sequences are listed in table 4. The obtained values are 99% and 33% respectively. The obtained values are ideal, and the cryptosystem resists differential attacks. A comparison of the implementation (with primitive polynomial \(x^4 + x^3 + x^2 + x^1 + 1\) and random binary key sequence, \(T_{bin,L_{bin},Hxy_{bin}}\) with the reference papers 23, 24, 25, and 26 is carried out and it reveals that values for the current implementation are better.

Table 4. NPCR & UACI

<table>
<thead>
<tr>
<th>Images</th>
<th>NPCR</th>
<th>UACI</th>
<th>NPCR</th>
<th>UACI</th>
<th>NPCR</th>
<th>UACI</th>
<th>NPCR</th>
<th>UACI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lena</td>
<td>99.53%</td>
<td>32.01%</td>
<td>99.72%</td>
<td>32.40%</td>
<td>99.60%</td>
<td>32.10%</td>
<td>Chai et al [20]</td>
<td>99.59%</td>
</tr>
<tr>
<td>Peppers</td>
<td>99.60%</td>
<td>33.46%</td>
<td>99.64%</td>
<td>33.46%</td>
<td>99.55%</td>
<td>33.35%</td>
<td>Chai et al [21]</td>
<td>99.60%</td>
</tr>
<tr>
<td>Flowers</td>
<td>99.62%</td>
<td>35.28%</td>
<td>99.66%</td>
<td>35.26%</td>
<td>99.57%</td>
<td>35.31%</td>
<td>Yue et al [22]</td>
<td>99.60%</td>
</tr>
<tr>
<td>Barbara</td>
<td>99.61%</td>
<td>33.46%</td>
<td>99.64%</td>
<td>33.46%</td>
<td>99.66%</td>
<td>33.46%</td>
<td>Sun et al [23]</td>
<td>99.61%</td>
</tr>
</tbody>
</table>

5.5. Information Entropy

Information entropy measures randomness. If \(m\) is the source of information, the entropy is evaluated using equation (16).

\[
H(m) = \sum_{i=1}^{M} p(m_i) \log \frac{1}{p(m_i)}
\]

where \(M\) is the total number of symbols and \(m_i \in m\); \(p(m)\) is the probability of symbols. The source of the information sends 256 symbols, and the theoretical value \(H(m)\) is equal to 8. The value obtained should be closer to 8 indicating that the possibility of decoding the cipher by attackers is minimized. From table 5, the computed entropy values are closer to the ideal value of 8.

5.6. Security Analysis

A. Key Space Analysis

In total, 61 random binary key sequences have a key space of \(2^{108}\). This key space is sufficient to resist attack.

B. Key Sensitivity

A change made to the key in terms of 1 bit should generate a different output in either the cipher or in the decrypted image. To ensure the security aspect, any efficient algorithm must exhibit sensitivity to the keys.
decryption of the output images occurs when the keys when decryption is performed using different keys as compared to the correct keys used during encryption. The key used to encrypt the original Lena is the binary key generated using binary Tent, $T_{\text{bin}}$, binary Logistic $L_{\text{bin}}$, and binary Henon $y$ sequence, $H_{\text{ybin}}$ for the considered primitive polynomial $x^6 + x^5 + x^4 + x^3 + x^2 + x + 1$. The cipher of the input Lena is in fig.6 (b). In decryption, for the generation of binary Logistic sequence, $L_{\text{bin}}$, the original value of $x(1)$ = 0.2 is changed to $x(1)$ = 0.2000000001 and for the Tent sequence generation, $T_{\text{bin}}$, if the initial value is taken as $x(1)$ = 0.2000000001 and in Henon y sequence generation, $H_{\text{ybin}}$, the value of $a$ is changed from $a$ = 1.4 to $a$ = 1.4000000001 and initial values are $x(1)$ = 20 and $y(1)$ = 255 are taken, decrypts as Fig.6 (c) which is the wrong decryption. In this case, the original Lena image is not retrieved due to minimal alterations in the key. Fig.6 (d) is the obtained image after decryption using the correct keys. Therefore, the keys are sensitive and pass the key sensitivity test.

Table 5. Entropy for standard images for three polynomials and binary key sequences

<table>
<thead>
<tr>
<th>Images</th>
<th>$L_{\text{bin}},H_{\text{sbin}},AC_{\text{Mybin}}$</th>
<th>$T_{\text{bin}},L_{\text{bin}},H_{\text{ybin}}$</th>
<th>$T_{\text{bin}},L_{\text{bin}},H_{\text{ybin}},AC_{\text{Mybin}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lena</td>
<td>7.4948</td>
<td>7.9827</td>
<td>7.4948</td>
</tr>
<tr>
<td>Peppers</td>
<td>7.5924</td>
<td>7.9774</td>
<td>7.5924</td>
</tr>
<tr>
<td>Flowers</td>
<td>7.1945</td>
<td>7.9796</td>
<td>7.1945</td>
</tr>
<tr>
<td>Barbara</td>
<td>7.4291</td>
<td>7.9796</td>
<td>7.4291</td>
</tr>
</tbody>
</table>

Fig.6. (a) Input Lena image, (b) Cipher Lena image, (c) Decrypted Lena image with wrong key, (d) Decrypted Lena image with the correct key

5.7. Correlation Coefficients

The adjacent pixels in the input image are highly correlated. Any efficient encryption system should minimize the pixel correlation coefficients in the cipher image and resist statistical attacks. The inter-shuffling method adopted in the diffusion process results in a reduced correlation significantly in the binary matrix, $RS_{\text{h_binary_matrix}}$. Table 6 lists the evaluated correlation values for Lena, Peppers, Flowers, and Barbara images in a horizontal, vertical, and diagonal direction. To evaluate the correlation between the input and cipher images, 5000 pixels were selected randomly in each direction. The correlation values of four images of input and cipher with different combinations of the key sequence under considered primitive polynomials are listed. It can be observed that for the input images in all three directions, the pixels are highly correlated with their neighbor pixels, and the value is closer to 1. Whereas, in the cipher image, the correlation is less and is closer to 0.

Also, the correlation coefficient result of the implementation from table 7 for the primitive polynomial $x^6 + x^5 + x^3$
+ x^2 + 1 with key sequence $T_{bin,L_{bin},Hxy_{bin},ACM_{bin}}$ is compared with reference papers 27, 28, 29, and 30. The obtained values in our implementation are better. Table 7 compares the obtained values of correlation for the primitive polynomial of degree 6 (III, table 6) with key sequence, $T_{bin,L_{bin},Hxy_{bin},ACM_{bin}}$, and the correlation values of other references. The obtained correlation is better as compared to the references.

Table 6. Correlation of four images and corresponding cipher in three directions

<table>
<thead>
<tr>
<th></th>
<th>Lena</th>
<th>Peppers</th>
<th>Flowers</th>
<th>Barbara</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Input</td>
<td>Cipher</td>
<td>Input</td>
<td>Cipher</td>
</tr>
<tr>
<td>Horizontal</td>
<td>0.8910</td>
<td>-0.0025</td>
<td>0.8602</td>
<td>0.0086</td>
</tr>
<tr>
<td>Vertical</td>
<td>0.8562</td>
<td>0.0100</td>
<td>0.7877</td>
<td>-0.0063</td>
</tr>
<tr>
<td>Diagonal</td>
<td>0.8894</td>
<td>-0.0070</td>
<td>0.8230</td>
<td>0.0072</td>
</tr>
</tbody>
</table>

II. Primitive Polynomial: $x^4 + x^3 + x^2 + x^1 + 1$ and Key Sequence: $T_{bin,L_{bin},Hxy_{bin}}$

<table>
<thead>
<tr>
<th></th>
<th>Input</th>
<th>Cipher</th>
<th>Input</th>
<th>Cipher</th>
<th>Input</th>
<th>Cipher</th>
<th>Input</th>
<th>Cipher</th>
</tr>
</thead>
<tbody>
<tr>
<td>Horizontal</td>
<td>0.8910</td>
<td>-0.0111</td>
<td>0.8602</td>
<td>0.0065</td>
<td>0.9929</td>
<td>-0.0053</td>
<td>0.8265</td>
<td>-0.0317</td>
</tr>
<tr>
<td>Vertical</td>
<td>0.8562</td>
<td>0.0016</td>
<td>0.7877</td>
<td>0.0184</td>
<td>0.9884</td>
<td>-0.0028</td>
<td>0.7466</td>
<td>0.0047</td>
</tr>
<tr>
<td>Diagonal</td>
<td>0.8894</td>
<td>-0.0265</td>
<td>0.8230</td>
<td>-0.0060</td>
<td>0.9875</td>
<td>0.0158</td>
<td>0.7891</td>
<td>0.0299</td>
</tr>
</tbody>
</table>

III. Primitive Polynomial: $x^4 + x^3 + x^2 + x^1 + 1$ and Key Sequence: $T_{bin,L_{bin},Hxy_{bin},ACM_{bin}}$

<table>
<thead>
<tr>
<th></th>
<th>Lena</th>
<th>Peppers</th>
<th>Flowers</th>
<th>Barbara</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Input</td>
<td>Cipher</td>
<td>Input</td>
<td>Cipher</td>
</tr>
<tr>
<td>Horizontal</td>
<td>0.8910</td>
<td>-0.0208</td>
<td>0.8602</td>
<td>0.0108</td>
</tr>
<tr>
<td>Vertical</td>
<td>0.8562</td>
<td>0.0002</td>
<td>0.7877</td>
<td>0.0065</td>
</tr>
<tr>
<td>Diagonal</td>
<td>0.8894</td>
<td>-0.0137</td>
<td>0.8230</td>
<td>-0.0203</td>
</tr>
</tbody>
</table>

IV. Primitive Polynomial: $x^4 + x^3 + x^2 + x^1 + 1$ and Key Sequence: $L_{bin,Hxy_{bin},ACM_{bin}}$

<table>
<thead>
<tr>
<th></th>
<th>Input</th>
<th>Cipher</th>
<th>Input</th>
<th>Cipher</th>
<th>Input</th>
<th>Cipher</th>
<th>Input</th>
<th>Cipher</th>
</tr>
</thead>
<tbody>
<tr>
<td>Horizontal</td>
<td>0.8910</td>
<td>-0.0025</td>
<td>0.8602</td>
<td>0.0086</td>
<td>0.9929</td>
<td>0.0048</td>
<td>0.8265</td>
<td>0.0081</td>
</tr>
<tr>
<td>Vertical</td>
<td>0.8562</td>
<td>0.0100</td>
<td>0.7877</td>
<td>-0.0063</td>
<td>0.9884</td>
<td>-0.0155</td>
<td>0.7466</td>
<td>0.0047</td>
</tr>
<tr>
<td>Diagonal</td>
<td>0.8894</td>
<td>-0.0070</td>
<td>0.8230</td>
<td>0.0072</td>
<td>0.9875</td>
<td>-0.0016</td>
<td>0.7891</td>
<td>0.0037</td>
</tr>
</tbody>
</table>

V. Primitive Polynomial: $x^4 + x^3 + x^2 + x^1 + 1$ and Key Sequence: $T_{bin,L_{bin},Hxy_{bin}}$

<table>
<thead>
<tr>
<th></th>
<th>Input</th>
<th>Cipher</th>
<th>Input</th>
<th>Cipher</th>
<th>Input</th>
<th>Cipher</th>
<th>Input</th>
<th>Cipher</th>
</tr>
</thead>
<tbody>
<tr>
<td>Horizontal</td>
<td>0.8910</td>
<td>-0.0111</td>
<td>0.8602</td>
<td>0.0065</td>
<td>0.9929</td>
<td>-0.0053</td>
<td>0.8265</td>
<td>-0.0317</td>
</tr>
<tr>
<td>Vertical</td>
<td>0.8562</td>
<td>0.0016</td>
<td>0.7877</td>
<td>0.0184</td>
<td>0.9884</td>
<td>-0.0028</td>
<td>0.7466</td>
<td>0.0047</td>
</tr>
<tr>
<td>Diagonal</td>
<td>0.8894</td>
<td>-0.0265</td>
<td>0.8230</td>
<td>-0.0060</td>
<td>0.9875</td>
<td>0.0158</td>
<td>0.7891</td>
<td>0.0299</td>
</tr>
</tbody>
</table>

VI. Primitive Polynomial: $x^4 + x^3 + x^2 + x^1 + 1$ and Key Sequence: $T_{bin,L_{bin},Hxy_{bin},ACM_{bin}}$

<table>
<thead>
<tr>
<th></th>
<th>Lena</th>
<th>Peppers</th>
<th>Flowers</th>
<th>Barbara</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Input</td>
<td>Cipher</td>
<td>Input</td>
<td>Cipher</td>
</tr>
<tr>
<td>Horizontal</td>
<td>0.8910</td>
<td>-0.0208</td>
<td>0.8602</td>
<td>0.0108</td>
</tr>
<tr>
<td>Vertical</td>
<td>0.8562</td>
<td>0.0002</td>
<td>0.7877</td>
<td>0.0065</td>
</tr>
<tr>
<td>Diagonal</td>
<td>0.8894</td>
<td>-0.0137</td>
<td>0.8230</td>
<td>-0.0203</td>
</tr>
</tbody>
</table>

Table 7. Comparison of correlation coefficients of Lena image with Primitive Polynomial: $x^4 + x^3 + x^2 + x^1 + 1$ and Key Sequence: $T_{bin, L_{bin}, Hxy_{bin}, ACM_{bin}}$

<table>
<thead>
<tr>
<th>Correlation Coefficients of Lena Cipher image</th>
<th>Horizontal</th>
<th>Vertical</th>
<th>Diagonal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed III</td>
<td>-0.0208</td>
<td>0.0002</td>
<td>-0.0137</td>
</tr>
<tr>
<td>Gao et.al [24]</td>
<td>0.0142</td>
<td>0.0007</td>
<td>0.0183</td>
</tr>
<tr>
<td>Teng et.al [25]</td>
<td>0.0242</td>
<td>0.0194</td>
<td>0.0024</td>
</tr>
<tr>
<td>Chen et.al [26]</td>
<td>0.0021</td>
<td>0.0046</td>
<td>0.0033</td>
</tr>
<tr>
<td>Wang et.al [27]</td>
<td>0.0056</td>
<td>0.0065</td>
<td>0.0073</td>
</tr>
</tbody>
</table>

Fig 7 displays the correlation plot for the input Peppers considered in all three directions. It is observed that the pixels in the input in fig.7 (a), (c), and (e) are highly correlated whereas the pixels in cipher in fig.7 (b), (d), and (f) are scattered, indicating a reduced correlation considerably.

6. Conclusions

This paper focuses on applying chaotic maps to generate random binary key sequences which are used to encrypt four standard images. The rearrangement of bits of rows and random shuffling of columns in the binary matrix disturbs the correlation among neighboring pixels. This method uses an intra-shuffling scheme at the bit level to minimize the correlation values among adjacent pixels. Differential analysis reveals that the obtained NPCR values are nearer to 99% and the UACI values are at 33% which is the ideal score resisting differential attack. The obtained entropy values using the random binary key sequences generated using the primitive polynomial of three different degrees are evaluated and found to be nearer to the ideal value of 8. The algorithm also exhibits sensitivity to the secret key. The algorithm has a
large key space of $2^{108}$. The correlation values are evaluated using six binary key sequences for polynomials of all the degrees considered. From the evaluated values, adjacent pixels in the input are nearer to 1 and the cipher values are nearer to 0, which shows that the chaotic encryption algorithm effectively resists statistical attack. Here, the binary key sequences generated are chaotic. Any minor changes in the parameters result in changes in the key sequence. As the cryptosystem is chaotic based, these minor changes are reflected during decryption in the cryptosystem. Also, the series of operations applied in the diffusion process makes cryptanalysis difficult for any attacker. The obtained results accomplish that the cryptosystem is secure. Therefore, the cryptosystem can be effectively used to encrypt digital images, securely transfer information on the Internet, and can be used in social media storage.

![Fig.7. Correlation Coefficient in three directions for input image (Peppers) and the cipher. (a) Input-Horizontal (b) Cipher-Horizontal (c) Input-Vertical (d) Cipher-Vertical (e) Input-Diagonal (f) Cipher-Diagonal](image)
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