Cascade Forward Neural Networks-based Adaptive Model for Real-time Adaptive Learning of Stochastic Signal Power Datasets
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Abstract: In this work, adaptive learning of a monitored real-time stochastic phenomenon over an operational LTE broadband radio network interface is proposed using cascade forward neural network (CFNN) model. The optimal architecture of the model has been implemented computationally in the input and hidden units by means of incremental search process. Particularly, we have applied the proposed adaptive-based cascaded forward neural network model for realistic learning of practical signal data taken from an operational LTE cellular network. The performance of the adaptive learning model is compared with a benchmark feedforward neural network model (FFNN) using a number of measured stochastic SINR datasets obtained over a period of three months at two indoors and outdoors locations of the LTE network. The results showed that proposed CFNN model provided the best adaptive learning performance (0.9310 RMSE; 0.8669 MSE; 0.5210 MAE; 0.9311 \( R \)), compared to the benchmark FFNN model (1.0566 RMSE; 1.1164 MSE; 0.5568 MAE; 0.9131 \( R \)) in the first studied outdoor location. Similar robust performances were attained for the proposed CFNN model in other locations, thus indicating that it is superior to FFNN model for adaptive learning of real-time stochastic phenomenon.

Index Terms: Stochastic phenomenon, Neural networks, Adaptive modelling, Adaptive learning, Practical SINR.

1. Introduction

Unlike the wired or cable communication channel that is stationary and relatively predictable, the wireless communication channel is unstable and difficult to analyze due to its stochastic nature [1, 2]. Particularly, radio frequency wireless broadband channels are complex phenomena that are largely impacted by diverse radio frequency propagation mechanisms, such as scattering, diffraction, and reflection. For instance, reflection occurs when a travelling radio wave comes in contact with a large obstruction. For diffraction, it is experienced when the obstructing object blocks the propagated radio wave path, thus resulting in the meandering of the radio wave around the obstructing object. On the hand, scattering occurs when the communication channel in which the radio waves broadcast are non-uniformities and irregularities owing to different environmental blockades. Owing to these phenomena, copies of received signal and signal quality are random variables and these make them very difficult to be modelled [3]. This phenomenon is also accompanied by the wireless radio communication channel that is frequency selective, time-varying and space-varying. Thus, to effectively model and characterize the signal quality and the entire wireless communication systems performance, the aforementioned possible variation must be well articulated.

The concept of applying parametric and non-parametric mathematical models to examine the behavior of time-dependent and stochastic phenomena has been widely established globally. Neural Networks models belong to a family of nonparametric models with massively parallel architectures and computational tools that can adaptively learn and solve complicated engineering problems. Till date ANNs remained a broad and robustly applied learning and modeling tools, ranging from catering for simple to complex function approximation problems, pattern recognition problems,
classification and time series problems. The exceptionality and distinctiveness of ANNs came in the 80s’ when its basic back propagation network learning algorithm was first introduced. It was a ground-breaking tool for researchers and academics, paving way for a widespread application in the scientific world.

1.1. Related Works

There exist a number of ANNs models. Among the key ones are Hopfield neural network (HNN), Elman neural network (ENN) cascade forward neural network (CFNN), Multilayer perceptron neural network (MLP), hybrid multilayer perceptron network (HMLP), cascade forward neural network (CFNN) and feedforward neural network (FNN). These diverse neural networks have been explored in previous works by different authors to solve a number of classical, seasonal and functional approximation problems in literature. In [5], comparative prediction study of daily rainfall and seasonal time series data are provided. In [6], the modelling of temperature retention in Ion Chromatography is studied using back propagation and cascade forward neural networks. Many studies related to the modelling of seasonal and time series occurrence are contained in [7] – [15]. The results reveal that the tractability of neural network models is assertively influenced by the nature of input variables and phenomenon. In [16, 17], the authors engaged cascade forward neural network for ECG signal classification/detection and their results showed 99.9 % and 96.69% classification accuracy, respectively. In [18, 19], cascade forward neural network architecture was also explored by the researchers to access and improve signal quality information processing and analysis. Their overall experimental results displayed 92.7% and 91.8% recognition accuracy.

This work explores the adaptive learning capability of CFNN model to examine the stochastic SINR phenomenon in LTE Broadband Networks. The optimal architecture of the model is explored and implemented computationally in the input and hidden units by means of incremental search process. Particularly, the core contributions of this study are presented as follows:

- We proposed an adaptive-based cascaded forward neural network model for optimal leaning and monitoring of real-time stochastic phenomenon.
- We have applied the proposed adaptive-based cascaded forward neural network model for realistic learning of practical signal data taken from an operational LTE cellular network.
- The optimal architecture of the model has been implemented computationally in the input and hidden units by means of incremental search process

The remaining part of this research paper is provided as follows. Section 2 presents the detailed research methodology and this contains method of data collection, Multilayer Perception Forward Neural Network model, Cascaded Forward Neural Network and Levenberg-Marquardt (LM) Algorithm. Also contained in this section is the data training and testing procedure adopted using the proposed Cascaded Forward Neural Network model in comparison with the standard Multilayer Perception Forward Neural Network model. Section 3 provides the results, analysis and valued discussions. Lastly, Section 4 contains the concise conclusion to the study.

2. Methodology

2.1. Data Collection

A cellular mobile subscriber can be within a good network coverage area but still be unable to communication effectively owing to the interference from within the cells or nearby cells [20]. A key parameter to access the amount and nature of interference in the physical layer of LTE networks is the Signal to Interference plus Noise Ratio (SINR).

The real-time SINR data used in this work, have been obtained from commercial LTE broadband networks operator by means of field walk test using Samsung mobile phone monitoring device. The Samsung phone is equipped with TEMS and Network Info signal software tools which enable it to automatically probe, access and acquire practical signal coverage and quality data over the LTE radio network interface. The walk test measurement campaign was conducted between the month of May and June, 2019 in Adamkolo campus of Federal University Lokoja, and environs. A total of three cellular locations were engaged for data collection. Each location possess an eNodeB base station transmitter. All the base station transmitters are empowered with three sectored directional antennas each, which transmit and receive broadband signals from the LTE mobile subscribers in space or time at 2600MHz frequencies. More details of each antenna transmission parameters can be found in [21].

The measured SINR can be defined mathematically as:

\[ \text{SINR} = \frac{S}{1+N} \]  

where \( I, S \) and \( N_0 \) indicate the interference power, signal coverage power and background noise, respectively.

According to 3GPP [22], SINR can also be expressed as [23]:

\[ \text{SINR} = \frac{S}{1+N} \]  
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\[ RSRQ = \frac{RSRP}{RSSI} \]  \hspace{1cm} (2)

where

\[ RSSI = I_{tot} + S_{tot} + N_{tot} \]  \hspace{1cm} (3)

\[ S_{tot} = \rho \times 12 \times N_{rb} \times RSSR \]  \hspace{1cm} (4)

\[ \rho = RE \times Rb \]

\[ I_{tot} + N_{tot} = \frac{I_{tot} + N_{tot}}{12 \times N_{rb}} \]  \hspace{1cm} (5)

And RSRP and RSRP indicate the Received Signal Reference Power and Received Signal Reference Quality. \( N_{rb} \) designates the number of Resource Blocks (RB).

Now, inserting Eqs. (4) and (5) into (1) gives

\[ SINR = \frac{\rho \times 12 \times N_{rb} \times RSRP}{(I_{tot} + N_{tot})/12 \times N_{rb}} \]  \hspace{1cm} (6)

After some simplification, Eq. (6) can be rewritten as:

\[ SINR = \frac{12 \times N_{rb} \times RSRP}{(I_{tot} + N_{tot})} \]  \hspace{1cm} (7)

Also, considering the expression in equation (3) in Eq. (7) gives:

\[ SINR = \frac{12 \times N_{rb} \times RSRP}{(RSSI + S_{tot})} \]  \hspace{1cm} (8)

Also, by means of Eq. (2), the expression in Eq. (8) can be articulated as:

\[ SINR = \frac{12 \times N_{rb} \times RSRP}{N_{rb} \times RSRP - (x \times 12 \times N_{rb} \times RSRP)} \]  \hspace{1cm} (9)

2.2. Multilayer Perception Forward Neural Network

The multilayer feedforward networks (FNN) which are the most largely used one, is considered in this work. The training process of FNN is a stepwise adaptation of the connection weights which link or transmit information between simple processing units known as neurons.

---

**Fig.1.** Feed Forward Back propagation Network
By means of mathematical model, the FNN architecture of Fig. 1 can be expressed as:

$$y_p = f^o \left( \sum_{i=1}^{n} \omega^o_{ji} x^i f^H_{ji} \left( \sum_{i=1}^{n} \omega^H_{ji} x^i \right) \right)$$  \hspace{1cm} (10)

where $f^o$ and $f^H_{ji}$ designate the output layer activation function and the hidden layer activation function, respectively. Considering the addition of bias to both the input layer and the hidden layer, Eq. (10) turn into:

$$y_p = f^o \left( \omega^o + \sum_{i=1}^{n} \omega^o_{ji} x^i f^H_{ji} \left( \omega^H_{ji} + \sum_{i=1}^{n} \omega^H_{ji} x^i \right) \right)$$  \hspace{1cm} (11)

for $p=1, 2, 3\ldots n$

where $\omega^H_{ji}$ and $\omega^o_{ji}$ indicate the respective weight from bias to hidden layer and output layer.

2.3. Cascaded Forward Neural Network

CFNN is a superb manifold layered neural network. It principally comprises of input and output layers with one or more hidden layers in-between the first and last layers. Each of these layers is made up of a set of neurons.

Specifically, the CFNN architecture differs from the FNN architecture because of the weight connection which exists between the input and every preceding layer. As a distinctive feed-forward network and with enough hidden neurons, CFNN possess the capability to accommodate and learn any set of linear and nonlinear input-output relationship.

In this study, we employ a four layered CFNN network model to investigate the Stochastic SINR data phenomenon obtained from operational LTE Broadband Networks. The optimal model architecture was obtained computationally by means of incremental search method in correspondence with both input and hidden units.

![Fig.2. Cascade Forward Back propagation Network](image)

By means of mathematical model, the CFNN architecture of figure 2 can be expressed as:

$$y_p = \sum_{i=1}^{n} f^o_{ji} x^i + f^H_{ji} \left( \sum_{i=1}^{n} \omega^o_{ji} x^i \right) \left( \sum_{i=1}^{n} \omega^H_{ji} x^i \right)$$  \hspace{1cm} (12)

where $f^o$ and $f^H_{ji}$ designate the output layer activation function and the hidden layer activation function, respectively. Adding bias to both the input layer and the hidden layer, Eq. (12) becomes:

$$y_p = \sum_{i=1}^{n} f^o_{ji} x^i + f^H_{ji} \left( \sum_{i=1}^{n} \omega^o_{ji} x^i \right) \left( \omega^H_{ji} + \sum_{i=1}^{n} \omega^H_{ji} x^i \right)$$  \hspace{1cm} (13)

for $p=1, 2, 3\ldots n$

where $\omega^H_{ji}$ and $\omega^o_{ji}$ indicate the respective weight from bias to hidden layer and output layer.
The learning phase involves the use of a robust learning algorithm to minimize the cost function; it can be expressed as:

$$E = \frac{1}{2} \sum_{p=1}^{n} (y_p - q_p) = \frac{1}{2} \sum_{p=1}^{n} (e_p)^2$$  \hspace{1cm} (14)

where $q_p$ represent the expected value and $y_p$ indicates the calculated output value by the network.

2.4. Levenberg-Marquardt (LM) Algorithm

To minimize the cost function (i.e. the error function) expressed in Eq. (14), the LM algorithm [24], is considered in this work. The LM algorithm is special and fast learning algorithm which combined Gauss–Newton and gradient descent methods to speed up error function minimization problems. The Newton’s method weight update is defined by:

$$\Delta w = -[H(w)]^{-1} g(w)$$  \hspace{1cm} (15)

with $g(w)$ and $H(w)$ denoting the gradient vector and Hessian matrix, respectively.

Also, for:

$$g(w) = J(w)^T e(w)$$  \hspace{1cm} (16)

$$H(w) = J(w)^T J(w) + Q(w)$$  \hspace{1cm} (17)

with $J(w)$ being the Jacobian matrix, we have:

$$Q(w) = \sum_{i=1}^{N} \nabla^2 e(w)e(w)^T$$  \hspace{1cm} (18)

Taking $S(w) = 0$ for the Gauss-Newton method, the gradient method would turn to:

$$\Delta w = -[J(w)^T J(w) + \mu I]^{-1} J^T (w)e(w)$$  \hspace{1cm} (19)

Eq. (19) represent the LM weight update, where $\mu$ and $I$ indicate the damping parameter and identity matrix, respectively.

Fig. 3. FNN and CFNN Data Training and Testing Process
2.5. CNFF and FFNN Model Network Training

The Matlab 2018a neural network toolbox was explored to model, train and simulate the measured SINR data. The neural network training and testing approach adopted is shown in figure 3. Different syntheses of parameters in terms of hidden layer neurons number, transfer function, error goal, and among others, were considered for the FNN and CFNN training. In order to enhance network training, mapminmax function and Levenberg-Marquardt function were explored for input/output processing function and training algorithm, respectively. Each network had purelin and tansig as an activation function for the output layer and hidden layer. Location 1 contains 100 training datasets, while locations 2 and 3 contained 234 and 455 training datasets respectively. For effective training, testing and validation, the input data were randomly divided into 75%:15%:15% using a default dividerand function. The early stopping procedures were involved to outwit over training, testing and validation.

3. Results and Analysis

To ascertain the level of CFNN and FFNN models performances, their networks were appraised using Mean Square Error (MSE), Root Mean Square Error (RMSE), Mean Absolute Error (MAE) and Correlation coefficient (R) as defined in Eqs. (20) to (23). So, the acceptable criteria for a model performance are based upon these indices [25, 26]:

\[
MSE = \frac{1}{N} \sum_{p=1}^{N} (y_p - d_p)^2
\]  

(20)

\[
RMSE = \sqrt{MSE} = \frac{1}{N} \sqrt{\sum_{p=1}^{N} (y_p - q_p)^2}
\]  

(21)

\[
MAE = \frac{1}{N} \sum_{p=1}^{N} |y_p - q_p|
\]  

(22)

\[
R = \frac{\sum_{p=1}^{N} (y_p - \bar{y}_p)(y_p - \bar{d}_p)}{\sqrt{\sum_{q=1}^{N} (y_p - \bar{y}_p)^2 \sum_{q=1}^{N} (y_p - \bar{d}_p)^2}}
\]  

(23)

Fig.4. RMSE Performance with CFNN model in Physics Lab (Outdoor)
Displayed graphs of Figs. 4 to 11 are RMSE performance distribution plots for both outdoor and indoor locations in Physics laboratory and Conference hall using CFNN and FFNN models.

From the graphs, the results indicate 0.9529; 0.658 RMSEs for outdoor locations and 0.9624; 0.9520 RMSEs for indoor locations with CFNN model compared to FFNN model which attained 0.9131; 0.9844 RMSEs for outdoor locations and 0.9531; 0.9483 RMSEs for indoor locations, respectively. It clear from the RMSE performance plots that the proposed CFNN model outperforms the benchmark FFNN model in both studied outdoor and indoor locations of Physics laboratory and Conference hall.

Fig.5. RMSE Performance with CFNN model in Physics Lab (Outdoor)

Fig.6. RMSE Performance with FFNN model in Physics Lab (Indoor)

Fig.7. RMSE Performance with CFNN model in Physics Lab (Indoor)
Fig. 8. RMSE Performance with FFNN model in Conference Hall (Outdoor)

Fig. 9. RMSE Performance with CFNN model in Conference Hall (Outdoor)

Fig. 10. RMSE Performance with CFNN model in Conference Hall (Indoor)
The graphs in Figs. 12 to 15 are displayed to reveal the correlation coefficient (R) fit performance distribution plots for both outdoor and indoor locations in Physics laboratory and Conference hall using CFNN and FFNN models.

From the graphs, the results indicate 0.9311; 0.9900 Rs for outdoor locations and 0.9624; 0.9520 Rs for indoor locations with CFNN model compared to FFNN model which attained 0.9131; 0.9844 Rs for outdoor locations and 0.9531; 0.9483 Rs for indoor locations, respectively. It also clear from the Rs plots that the proposed CFNN model fits into the measured stochastic SINR data better than the benchmark FFNN model in both studied outdoor and indoor locations of Physics laboratory and Conference hall of federal university, Lokoja, Adamkolo campus.

The displayed graphs of Figs. 16 to 19 are mean error performance results with normal distribution fit for both outdoor and indoor locations in Physics laboratory and Conference hall using CFNN and FFNN models.

In terms of MAE, the results indicate that the CFNN model attained 0.5210; 0.5959 values for outdoor locations and 0.2426; 0.6949 values for indoor locations compared to FFNN model which attained 0.5568; 0.6275 values for outdoor locations and 0.2507; 0.7563 values for indoor locations, respectively. It also clear from the mean error distribution results that the proposed CFNN model outperform the benchmark FFNN model in both studied outdoor and indoor locations.
**Fig. 14.** Correlation fit with FFNN and CFNN models to SINR Data in Conference Hall (Outdoor)

**Fig. 15.** Correlation fit with FFNN and CFNN models to SINR Data in Conference Hall (Indoor)

**Fig. 16.** Mean Error with FFNN and CFNN models performance in Physics Lab (Outdoor)

**Fig. 17.** Mean Error with FFNN and CFNN models performance in Physics Lab (Indoor)

**Fig. 18.** Mean Error with FFNN and CFNN models performance in Conference Hall (Outdoor)
4. Conclusion

The study of stochastic SINR data phenomenon obtained from an operating commercial LTE Broadband Networks have been carried out in this work, using adaptive learning ability of cascade forward neural network (CFNN) and feedforward neural network (FNN) model algorithms. The performances of the two adaptive CFNN and FNN models were subjected to a number of measured stochastic SINR datasets obtained at two different locations. The results showed that CFNN model provided the best adaptive learning performance (0.9310 RMSE; 0.8669 MSE; 0.5210 MAE; 0.9311 R), compared to the benchmark FFNN model (1.0566 RMSE; 1.1164 MSE; 0.5568 MAE; 0.9131 R) in the first studied outdoor location. Similar robust performance was attained for the proposed CFNN model in other locations, thus indicating that it is superior to FFNN model for adaptive learning of real-time stochastic phenomenon.
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