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Abstract 

Generally, Bayesian networks are constructed either from the available information or starting from a naïve 

Bayes. In the medical domain, some systems refine Bayesian network manually created by domain experts. 

However, existing techniques verify the relation of a node with every other node in the network. In our 

previous work, we define a Refinement algorithm that verifies the relation of a node only with the set of its 

independent nodes using Markov Assumption. In this work, we did propose Extension of Refinement 

Algorithm that uses both Markov Blanket and Markov Assumption to find the list of independent nodes and 

adhere to the property of considering minimal updates to the original network and proves that less number of 

comparisons is needed to find the best network structure. 

 

Index Terms: Bayesian network, Medical Domain, Markov Assumption, Markov Blanket, Refinement 

Algorithm. 
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1. Introduction 

A Bayesian network (BN) is a graph data structure that is composed of nodes and directed edges. It encodes 

conditional probability distributions among random variables. Nodes represent random variables and edge 

between them represents a statistical dependence of the child node on the parent node. Each node is associated 

with the conditional probability distribution of the variable given the values of its parent nodes, and this 

information can be used to infer the queries such as the most probable values of variables in the Bayesian 

Network given assignments to other variables in the Network. 
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Let G be a BN graph over the variables 𝑋1, … . , 𝑋𝑛, each random variable 𝑋𝑖 in the network has an associated 

conditional probability distribution (CPD) or local probabilistic model denoted as 𝑃(𝑋𝑖|𝑃𝑎𝑋𝑖). It captures the 

conditional probability of the random variable, given its parents (𝑃𝑎𝑋𝑖 ) in the graph. Probability distribution  

𝑃𝐵 over the same space factorizes according to G if 𝑃𝐵can be represented using the chain rule for Bayesian 

networks as mentioned below 

𝑃𝐵(𝑋1, … . , 𝑋𝑛) = ∏ 𝑃(𝑋𝑖|𝑃𝑎𝑋𝑖)

𝑛

𝑖=1

 

The chain rule gives us a method for determining the probability of any complete assignment to the set of 

random variables; any entry in the joint can be computed as a product of factors, one for each variable. Each 

factor represents a conditional probability of the variable given its parents in the network. 

1.1. Markov Assumption 

The Bayesian network can also be viewed as a compact representation of a set of conditional independence 

assumptions about a distribution. These conditional independence assumptions are called the local Markov 

assumptions. 

Given a BN network structure G over random variables 𝑋1, … . , 𝑋𝑛 , let Non-Descendants Xi denote the 

variables in the graph that are not descendants of  𝑋𝑖 . Then G encodes the following set of conditional 

independence assumptions, called the local Markov assumptions 

For each variable𝑋𝑖, there exists a conditional independence relation in G and it is referred as local Markov 

Assumption (𝑋𝑖 ⊥ Non − Descendants 𝑋𝑖 |𝑃𝑎𝑋𝑖) 

The local Markov assumption states that each node 𝑋𝑖 is independent of its non-descendants given its parents. 

1.2. Markov blanket 

The Markov blanket for a node 𝑋𝑖 in a Bayesian network is the set of nodes composed of 𝑋𝑖 's parents𝑃𝑎( 𝑋𝑖), 

its children𝐶ℎ(𝑋𝑖), and its children's other parents𝑃𝑎(𝑌𝑖).  

Markov blanket (𝑋𝑖)  = 𝑃𝑎( 𝑋𝑖) ∪ 𝐶ℎ(𝑋𝑖) ∪  ⋃ 𝑃𝑎(𝑌𝑖)𝑌Є𝐶ℎ(𝑋𝑖)   

2. Related work 

Generally, the network structure is learned from a dataset comprising various potentially predictive variables, 

some of which will be included in the network. Then the parameters of this network are trained by looking at 

the conditional probabilities of the variables within the dataset. Finally, an inference can be performed to 

predict the status of new data points that contain measurements of the same variables. As an alternate, initial 

Bayesian network structure can be developed by domain experts and will be refined using various techniques 

such as Refinement Algorithm and ExpertBayes. 

Existing Refinement Algorithm considers only Markov Assumption to find the list of independent nodes. In 

this work, we propose Extension of Refinement Algorithm that considers the manually created Bayesian 

network and refines it to the best network structure with optimal time complexity while confining to the rule of 

making minimal updates to the initial network structure using Markov Blanket and Markov Assumption, 

thereby reducing the number of comparisons further. 

 

 

https://en.wikipedia.org/wiki/Vertex_%28graph_theory%29
https://en.wikipedia.org/wiki/Bayesian_network
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3. New Refinement Algorithm 

The updated Refinement algorithm is implemented with the set of functions developed in Octave 

mathematical Tool such as (i) FindDesendents – finds the list of dependent nodes for a given node (ii) 

Updated ComputeIndependentList – computes the list of independent nodes for a given node based on 

Markov Assumption and Markov Blanket (iii) Find Cycle – finds if there exists a cycle when an edge is added 

between two input nodes.  

The new Refinement Algorithm extends insertion operator by prioritizing the consideration of a relation 

between source node 𝑆𝑛 and destination node𝐷𝑛, where 𝐷𝑛 is sequentially selected from the list of independent 

nodes for a given source node𝑆𝑛. First, Markov Assumption rule can be applied to a node in the network to find 

the list of its independent nodes. Markov Blanket rule than can be applied to a node in the network to reduce 

the list of its independent nodes further. Add an edge from 𝑆𝑛 to 𝐷𝑛 (𝑆𝑛 →  𝐷𝑛 ) and proceed only if there will 

not exist any cycle; compute the present_score of the Bayesian network and compare it with the best_ score. If 

the present_score is greater than best score, mark present score as the best score else reverse the edge direction 

(𝐷𝑛 →  𝑆𝑛)  and repeat the above steps. This procedure can be applied to all the Source nodes in the network. 

best_score can be initially computed by finding accuracy with original network structure.present_score is 

calculated with an accuracy of the Bayesian network structure capable of inferring the outcome of a random 

variable. 

 

Data: 

Source Bayesian Network // initial network structure  

Result: 

Refined Bayesian Network  

 

Steps: 

1.  Read Source Bayesian Network; 

2.  Validate if the input Source Bayesian Network is empty; 

3.  for each node (Sn ) in the Source Bayesian Network  

4. L(Dn) =  ComputeIndependentList //Computes list of Independent nodes 

5. for each node (Di) in the list L(Dm) 

6. Add an Edge (Si →  Di)  

7. If FindCycle (Si Di) = 0  then 

8.  Compute the present_score  

9. If  present_score > best_score 

10. best_score = present_score   

 

else 

11. Remove an Edge Si →  Di 

12. Add an Edge Di → Si 

13. repeat the steps 7, 8, 9 and 10  

14. end 

Algorithm 1: New Refinement Algorithm 

Data: 

Source Bayesian Network // initial network structure 

Source Node  

Result:
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List of descendants of Source Node  

Steps:   

1. Read Source Bayesian Network; 

2. Read the source node; 

3. Find the list of descendants to source node; 

Algorithm 2: Find Descendants 

Data: 

Source Bayesian Network // initial network structure 

Source Node  

Result: 

 

List of Independent Nodes of Source Node Sn based on Markov Assumption 

 

Steps:  

1. Read Source Bayesian Network; 

2. Read the source nodeSn; 

3. List = total nodes in BayesianNetwork; 

4. Remove List = FindDescendants (Sn); 

5. List = List - Remove List; 

Algorithm 3: Updated ComputeIndependentList 

Data: 

Source Bayesian Network // initial network structure 

Source Node and Destination Node 

Result: 

Returns Cycle = 0 or 1 based on whether cycle exists or not 

 

Steps: 

1. Read Source Bayesian Network; 

2. Read the source node Sn and Destination nodeDn;  

3. List = FindDesendents (Destination nodeDn); 

4. If source node Sn is member of List then 

        return 1; 

   else  

        return 0;      

Algorithm 4: FindCycles 

4. Result
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Fig.1. Initial bayesian network 

 

Fig.2. New refinement algorithm based Bayesian network 

Table 1. Comparison table 

Source node(Si) List of destination nodes(Dm) New Refinement Algorithm Refinement Algorithm 

1 {10} 0 1 

2 {3,4,5,6,7,8,9} 7 7 

3 {4,5,6,7,8,9} 6 6 

4 {5,6,7,8,9} 5 5 

5 {6,7,8,9} 4 4 

6 {7,8,9} 3 3 

7 {8,9} 2 2 

8 {9} 1 1 

9 {} 0 0 

10 {1} 0 1 

Total number of  comparisons(t)  28 30 

Total number of times calculating score(2t)  56 60 
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When new refinement algorithm is applied to the initial Bayesian network structure as mentioned in Fig 1, 

the total number of comparisons (t) required to find the best network structure would be 28, while the existing 

techniques makes a total of 30 number of comparisons as mentioned in the comparison table (Table 1), another 

parameter the total number of times calculating score can be calculated by multiplying t with two, when 

considering edge direction. In addition, existing techniques calculate the score by removing and reversing edge 

between nodes, thereby increasing the latter parameter to 60, though the difference is small, it is considered to 

make a large impact on the number of nodes is increased. The resultant Bayesian network after applying new 

refinement algorithm is shown in Fig 2. 

4.1. Result Analysis 

Refinement algorithm extends existing work by pruning the number of permutations considerably to 

approximately less than 𝑂 (𝑛2)/2  based on Markov Assumption and New Refinement Algorithm further 

reduces the number of comparisons and outputs the best score network structure. The Time complexity of new 

Refinement Algorithm can be estimated as mentioned below. 

The worst case time complexity can be derived from three cases 

Case 1: For the root nodes (𝑛/4), which don’t have any parents in Bayesian network – Worst case Time 

complexity 𝑇 (𝐶1)  =  𝑂 (𝑛/4 +  3𝑛/4)  =  𝑂 (𝑛) 
Case 2: For the leaf nodes (𝑛/4), which don’t have any descendants in Bayesian network – Worst case Time 

complexity 𝑇 (𝐶2)  =  𝑂 (𝑛/4 +  3𝑛/4)  =  𝑂 (𝑛) 

Case 3: For the non-leaf nodes (n/2), which contains both parents and descendants in Bayesian network – 

Worst case Time complexity 𝑇 (𝐶3)  =  𝑂 (𝑛) 

Total Time Complexity 

𝑇(𝐶)     =  𝑇 (𝐶1)  +  𝑇 (𝐶2)  +  𝑇 (𝐶3) 

=  𝑂 (𝑛)  +  𝑂 (𝑛)  +  𝑂 (𝑛) 

= 𝑂 (3𝑛)  <  𝑂 (𝑛2)/2 

Recent research techniques refine the Bayesian network by considering all the possible permutations of 

nodes (considering the combinations of each pair of nodes in the network), which leads to the time complexity 

of 𝑂 (𝑛2) where 𝑛 belongs to a number of nodes in the initial Bayesian network structure developed by domain 

experts. 

4.2. Data and Validation 

The manually built Bayesian Network is identified and collected for the widespread disease breast cancer in 

the medical domain; the source of data for the breast cancer was found from UCI Machine Learning Repository 

(Dataset Table 2). different parameters are represented as nodes in the Bayesian network such as 1.Clump 

Thickness, 2.Uniformity of Cell Size, 3.Uniformity of Cell Shape, 4.Marginal Adhesion, 5.Single Epithelial 

Cell Size, 6.Bare Nuclei, 7.Bland Chromatin, 8.Normal Nucleoli, 9.Mitoses and 10.Class: (1 for benign, 2 for 

malignant), the initial Bayesian network structure, manually created by domain experts was identified using the 

training set from the repository.  

5-fold cross-validation is used to validate proposed Refinement Algorithm with consideration of dividing 

training set into 5 training samples being tested with test set and the results are analyzed using the Precision 

and Recall curve. 
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Table 2. Dataset  

Data Number of records Number of Variables Positive Negative 

Breast cancer1 400 10 140 260 

Breast cancer2  299 10 71 228 

     

5. Conclusions 

When Precision and Recall analysis is performed for the 5 training samples along with test set, it is observed 

from the plotted graph (Fig 3) that for the same baseline Recall value, Precision values for the different training 

samples are in increasing order and it confirms that Refinement Algorithm reduces the probability of referring 

the healthy patients to the complex diagnostic tests. Table 3 describes  the comparison of the proposed 

Refinement Algorithm with existing techniques in terms of number of comparison for the worst case scenario 

(naive Bayesian network structure); it can be derived from Comparison Graph (Fig 4) that number of 

comparisons is reduced considerably by refinement algorithm while maintaining the refinement capability 

intact with minor updates to the original network as mentioned in Fig 2; It is observed that time complexity is 

also decreased (Average reduced complexity c < 8.03%)  for the various number of nodes in a given Bayesian 

network;  

 

 

Fig.3. Precision and Recall Curves for the various thresholds 

 

Fig.4. Comparison Graph of Refinement Algorithm with ExpertBayes
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Table 3. Complexity comparison table 

No of Nodes Refinement Algorithm New Refinement Algorithm Reduced Complexity (%) 

10 28 30 6.67 

15 60 55 8.33 

20 86 80 6.98 

25 110 100 9.09 

30 164 150 8.54 

    

6. Future Work 

We did propose and implemented new Refinement Algorithm to refine manually built a Bayesian network 

with reduced time complexity as compared to existing refinement techniques while confirming to the rule of 

making minor updates to the original network structure created by experts. Our focus is to refine this approach 

further to reduce the number of comparisons and another aspect is to extend this method to the Bayesian 

network having continuous random variables without discretizing them, thereby improving performance and 

estimation of classification. 
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