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Abstract

To satisfy the reliability of real-time wireless multimedia multicast services, the existing erasure error correction schemes usually assume that the packet size in transmissions is fixed. However, recent studies have shown that Variable Packet Size (VPS) can deeply influence the performance of unicast wireless services. Accordingly, using a delay-limited general architecture of EEC for real-time wireless multicast, this paper proposes an Adaptive Hybrid Error Correction (AHEC) scheme with VPS. Comparing with the AHEC schemes with fixed packet size, the analysis results show that the AHEC with VPS scheme can improve the throughput by about 10% in some cases.
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1. Introduction

It is well-known that wireless channels are error-prone, time-varying and bandwidth-limited due to fading effects and user mobility. To provide a real-time service of acceptable quality over wireless networks, some Erasure Error Correction schemes (EEC) usually have to be employed. Unlike non-real-time services, real-time services are very sensitive to delivery delay but can tolerate some packet losses and transmission errors. For instance, Digital Video Broadcasting services over IP based networks often require a very low packet loss ratio (PLR) (e.g. 10^-6) under strict delay constraints (e.g.100ms) [1]. In this paper, we model the wireless channel as an erasure channel and then focus on studying EEC techniques for real-time multicast services.

There are mainly two categories of EEC techniques: Automatic Repeat reQuest (ARQ) and Forward Error Correction (FEC). The integrated FEC/ARQ schemes are referred to as Hybrid Error Correction (HEC) schemes. In many real-time multicast scenarios, lots of studies have shown that HEC schemes are much more efficient for recovering lost packets for multicast services than those with either FEC or ARQ alone [2][3][4][5].

For Real-time Wireless Multicast (RWM) services, especially, the nowadays studies have shown that the best performance can be achieved by optimizing a general architecture integrating all of the existing important
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EEC techniques under strict delay constraints, which can be implemented by a delay bounded Adaptive HEC scheme (AHEC) [6]. All of these EEC techniques mentioned above have made a strong assumption: the packet size in real-time multicast scenarios is always fixed.

However, recently, Zaka et al. found that the packet size can deeply influence the throughput performance for non-real-time unicast services in WiMAX [7]; Zhu et al. found that the variation of packet size has also an impact on the performance of real-time unicast services over wireless channels [8]. Inspired by these findings, we address the following issue here: how the Variable Packet Size (VPS) influences the throughput performance of the delay bounded general architecture for RWM services? Using the mathematical framework for the general architecture of EEC proposed in [6], we thus will explore a framework for analyzing and optimizing the throughput performance of the delay bounded architecture with VPS in this paper. The main contributions include: (i) a simple method is proposed for quantitatively analyzing the throughput performance of the general architecture of EEC; (ii) an optimization framework is proposed for maximizing the throughput of the architecture under strict delay constraints, which results in a delay bounded AHEC scheme with VPS.

The rest of the paper is organized as follows. A method on analyzing the throughput performance of the general architecture of EEC is proposed in Section II. In Section III, an optimization framework is proposed for maximizing the throughput of the general architecture with VPS. The analysis results are contributed in Section IV. Finally, conclusions are given in Section V.

2. Throughput Performance

2.1. The General Architecture of EEC

As mentioned above, the general architecture actually integrates all of the important existing EEC techniques: ARQ, FEC and all kinds of HEC techniques. In this paper, for those parameterizations that include retransmissions, rather than focusing on a particular transport protocol, we consider a generic retransmission based scheme with the following feature: A Selective Repetition (SR), Negative-Acknowledgment (NACK)-only retransmission scheme is used. Actually, most real-time multicast transport protocols suggested to use a SR scheme rather than Go-Back-N due to its efficiency [9][10][11]. We thus adopt SR, NACK-only based retransmission scheme in this general architecture of EEC for real-time multicast services. Additionally, many recent studies have shown that the Gilbert-Elliott (GE) model is a very good approximation for the packet loss model in a wireless channel [9]. Therefore, we will evaluate the throughput performance of the architecture using GE channel model in this paper.

The detail information on the general architecture of EEC can be found in [6]. Here the architecture is introduced briefly. First, the sender transmits encoding blocks to all receivers using a packet level FEC encoder. In this paper, it is always assumed that ideal FEC codes (e.g. Reed-Solomon code) are used and the number of source data packets is $k$ in one encoding block. Then, upon reception of any $k$ packets of one encoding block, each receiver can recover all the source data packets using the packet level FEC decoder. Otherwise, if the time is allowed, the receiver will send NACKs to the sender for repairing the lost data packets; if the time is not allowed, the receiver will transmit those source data packets received correctly to the application, and none NACK will be feed-backed to the sender.

2.2. Throughput Performance

First, some essential symbols need to be defined firstly, which are shown in Table 1.
TABLE 1: SYMBOLS DEFINITION

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L$</td>
<td>the packet size of an encoded packet, counted as the number of bytes in the encoded packet</td>
</tr>
<tr>
<td>$L_{overhead}$</td>
<td>the size of the overhead messages in an encoded packet, counted also as the number of bytes, note that it is always fixed for a given system</td>
</tr>
<tr>
<td>$k$</td>
<td>the number of source data packets in one encoding block</td>
</tr>
<tr>
<td>$N_p$</td>
<td>the number of redundant packets in one encoding block in the first transmission</td>
</tr>
<tr>
<td>$N_{rr,max}$</td>
<td>the maximum possible number of retransmission rounds</td>
</tr>
<tr>
<td>$n_q^{cc}$</td>
<td>a constant coefficient in the $q$-th (where $1 \leq q \leq N_{rr,max}$) retransmission round, which is the number of multiples for the number of required redundant packets in the $q$-th retransmission round</td>
</tr>
<tr>
<td>$N_{recv}$</td>
<td>Number of receivers in a given multicast scenario</td>
</tr>
<tr>
<td>$CSI(j)$</td>
<td>Channel State Information of certain parameters for the $j$-th receiver with GE channel model</td>
</tr>
</tbody>
</table>

To simplify the description, two vectors are defined as follows: $\tilde{N}_{cc} \triangleq N_{cc}^{q} \triangleq q \cdot N_{rr,max}$ and $\tilde{C}_{CSI} \triangleq CSI(j) \triangleq j \cdot N_{recv}$. Actually, a mathematical framework was proposed for analyzing the performance of the general architecture [6]: one is a very tight upper-band for analyzing the PLR performance for the $j$-th receiver, which is denoted by $f_{PLR,UP}(k,N_p,\tilde{N}_{cc},N_{recv},\tilde{C}_{CSI})$; the other is for analyzing the total needed redundancy information (RI), which is denoted by $f_{RI}(k,N_p,\tilde{N}_{cc},N_{recv},\tilde{C}_{CSI})$ in this paper.

Now let’s focus on the throughput performance of the general architecture of EEC with the parameters $k$, $N_p$ and $\tilde{N}_{cc}$. First, let’s neglect the effect of the overhead messages in the encoding packets. The throughput can be evaluated by the expected value of the number of the source data packets received correctly (denoted by $E_{R}$) over the expected value of the number of the total packets sent (denoted by $E_{S}$). Using the mathematical framework introduced before, obviously, the expected value $E_{R}$ can be evaluated by:

$$
E_{R} \triangleq \frac{1}{N_{recv}} \sum_{i,j} n_{recv} f_{PLR,UP}(k,N_{p},\tilde{N}_{cc},N_{recv},\tilde{C}_{CSI})
$$

(1)

Similarly, the expected value $E_{S}$ can be calculated by:

$$
E_{S} \triangleq k \cdot f_{RI}(k,N_{p},\tilde{N}_{cc},N_{recv},\tilde{C}_{CSI})
$$

(2)

Using (1) and (2), finally, the throughput performance can be evaluated by computing $E_{R}$ over $E_{S}$ immediately.

Note that the final throughput performance should be evaluated by the expected value of the number of useful bytes in the payload exclusive those overhead messages received correctly (denoted by $E_{R,\text{b}}$) over the expected value of the total number of bytes sent (denoted by $E_{S,\text{b}}$). Now we define the weight of overhead in packets as $\eta$, which is given by:
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\[ L_{\text{overhead}} \geq \frac{L}{\eta} \]  

Using (1), (2) and (3), the final throughput performance of the general architecture of EEC can be evaluated by:

\[ f_{\text{throughput}} = \frac{E_{b,R}}{E_{b,S}} \cdot \frac{E_{R,L}(1 - \eta)}{E_{S,L}} \cdot \frac{E_{R,1}}{E_{S,1}}. \]  

By substituting (1) and (2) into the right side of (4), we can find that the lower-band of the throughput performance of the general architecture is actually a function of: \( k, N_p, \bar{N}_{cc}, \eta, N_{\text{recv}} \) and \( C_{\text{CSI}} \), which is denoted by \( f_{\text{th,low}}(k, N_p, \bar{N}_{cc}, \eta, N_{\text{recv}}, C_{\text{CSI}}) \) in this paper.

3. Optimization with VPS

For maximizing the throughput performance of the general architecture of EEC with VPS under strict delay constraints, we will propose an optimization framework in this section. The optimization target is: maximizing the throughput with satisfying the target PLR requirement under the strict target delay constraints for RWM services. First, some essential system parameters are defined in Table 2.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>PLR(_{\text{target}})</td>
<td>target PLR requirement</td>
</tr>
<tr>
<td>D(_{\text{target}})</td>
<td>target Delay requirement</td>
</tr>
<tr>
<td>( t_s )</td>
<td>the packet interval between two continues encoded packets transmitted at the sender</td>
</tr>
<tr>
<td>( L_{\text{max}} )</td>
<td>the maximum possible number of bytes in one encoded packet, which are usually limited by protocols or applications</td>
</tr>
<tr>
<td>( d_{\text{link}}(j) )</td>
<td>the link delay of from the sender to the ( j )-th receiver, the round trip time is assumed to be ( 2d_{\text{link}}(j) ) in this paper</td>
</tr>
</tbody>
</table>

To simplify the implementation, it is assumed that the architecture will adopt the same parameters for each receiver. Since the assumed FEC code is perfect, a suitable choice of the code rate can guarantee that all receivers with their different channel conditions can be served, so this simplification doesn’t negatively influence the overhead.

Note that all of the receivers share identical parameters for this architecture. Therefore, if the architecture can guarantee the target PLR requirement for the worst receiver, it can also guarantee the same PLR requirement for every receiver in the same multicast scenario. The remaining task is to design optimum parameters for the architecture, which will satisfy a certain PLR requirement for the worst receiver under strict delay constraints with the maximum throughput.

First of all, the maximum possible end-to-end delay actually includes three parts: the link delay in the first transmission, which is \( d_{\text{max}} = \max(d_{\text{link}}(1), d_{\text{link}}(2), \ldots, d_{\text{link}}(N_{\text{recv}})) \); the delay caused by the \( N_{r,\text{max}} \) retransmission round, which is \( N_{r,\text{max}} \cdot 2d_{\text{max}} \); and the delay caused by the block decoding with FEC decoder, which is \( t_{\text{block}} = k \cdot t_s \). Due to the strict delay constraint, the maximum possible end-to-end delay must satisfy:
\[ D_{\text{total}} \leq d_{\text{max}} \leq \frac{N_{\text{rr},\text{max}}}{2} d_{\text{max}} \leq t_{\text{block}} \]
\[ (1 \leq 2N_{\text{rr},\text{max}}) \leq d_{\text{max}} \leq k \cdot t_s \]
\[ D_{\text{target}} \]

According to (5), obviously, the maximum allowable number of retransmission rounds must be constrained by:
\[ \hat{N}_{\text{rr},\text{max}} \leq \frac{D_{\text{target}}}{d_{\text{max}}} \leq k \cdot t_s \]

Therefore, the parameter \( N_{\text{rr},\text{max}} \) will be limited in the range of between zero and \( \hat{N}_{\text{rr},\text{max}} \). Using (1), we now can obtain the length of \( k \) with \( N_{\text{rr},\text{max}} \) retransmission rounds:
\[ k \leq \frac{D_{\text{target}}}{d_{\text{max}}} \leq \frac{(1 \leq 2N_{\text{rr},\text{max}})}{t_s} \]

Where \( 0 \leq N_{\text{rr},\text{max}} \leq \hat{N}_{\text{rr},\text{max}} \). Note, in real systems, the parameter \( d_{\text{max}} \) is usually fixed in a multicast scenario and \( D_{\text{target}} \) is also constant when given QoS requirements. From (7), therefore, the length of \( k \) only depends on the parameters \( N_{\text{rr},\text{max}} \) and \( t_s \) for any given multicast scenario. Now let \( R_d \) denotes the constant data rate of the real-time multicast service in the current multicast scenario. Then, the parameter \( t_s \) can be calculated as:
\[ t_s \leq \frac{L}{R_d} \]

Where \( L_{\text{overhead}} \leq L \leq L_{\text{max}} \). Since both \( L \) and \( N_{\text{rr},\text{max}} \) are controllable, we thus can design the parameter \( k \) by varying \( L \) and \( N_{\text{rr},\text{max}} \). Therefore, the parameter \( k \) can be expressed as a function of \( L \) and \( N_{\text{rr},\text{max}} \). By substituting (8) into (7), we can obtain this function immediately:
\[ k(L,N_{\text{rr},\text{max}}) \leq \frac{D_{\text{target}}}{d_{\text{max}}} \leq \frac{(1 \leq 2N_{\text{rr},\text{max}})}{L_{\text{overhead}}} \leq \frac{L}{R_d} \]

Based on the analysis above, finally, using the lower-band of the throughput performance of the general architecture proposed in Section II, the optimization problem can be expressed as this form:
\[ \max f_{\text{th,low}}(k,L,N_{\text{rr},\text{max}}) \leq N_p, \hat{N}_{\text{cc}}, N_{\text{recv}}, \bar{C}_{\text{CSI}} \]

Subject to: \( 0 \leq N_{\text{rr},\text{max}} \leq \hat{N}_{\text{rr},\text{max}} \)
\[ L_{\text{overhead}} \leq L \leq L_{\text{max}} \]
\[ f_{\text{PLR,UP}}(k,L,N_{\text{rr},\text{max}}) \leq N_p, \hat{N}_{\text{cc}}, N_{\text{recv}}, \bar{C}_{\text{CSI}} \leq \text{PLR}_{\text{target}} \]

Where \( f_{\text{PLR,UP}}(\cdot) \) denotes the final PLR performance for the worst receiver in the current multicast scenario using the general architecture of EEC.

In this paper, a general simplified policy is adopted for obtaining the optimum parameters. In detail, it divides large packets with \( L_{\text{max}} \) bytes into small packets with \( L \) bytes using the following policy:
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\[
L \begin{bmatrix} L_{\text{max}} \, m \end{bmatrix} \begin{bmatrix} 1,2,\ldots,M \end{bmatrix}
\]

In this policy, \( M \) is a predefined parameter, which is the maximum reasonable integer for dividing the packets with large packet size into packets with small packet size. Obviously, in case that the parameter \( M \) is set to \( L_{\text{max}} \leq L_{\text{overhead}} \), it is equivalent to the optimization policy with each possible packet size. For real systems, however, the parameter \( M \) may be set to far less than this value for achieving the nearly best performance.

4. Performance analysis

To simplify the analysis, we make some assumptions as follows: the entire receivers experience independent GE channel with the same level of original link PLR and the same correlation coefficient (denoted by \( \rho \)) in the GE channel. However, for any real-time multicast scenario with any average link PLR, the similar procedure introduced in this section is also suitable for the performance analysis and comparisons. Without loss of generality, we consider a real-time multicast scenario with the following feature: the parameters \( L_{\text{max}} \) and \( R_d \) have been set suitably so that the maximum packet interval is 5ms. All of the system parameters are summarized in Table 3.

**Table 3: System Parameters**

<table>
<thead>
<tr>
<th>PLR Requirement: ( \text{PLR}_{\text{target}} )</th>
<th>( 10^{-6} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delay Constraint: ( D_{\text{target}} )</td>
<td>( 80\text{ms} )</td>
</tr>
<tr>
<td>Channel Model</td>
<td>GE Model</td>
</tr>
<tr>
<td>Maximum Packet Interval: ( t_e = L_{\text{max}} / R_d )</td>
<td>( 5\text{ms} )</td>
</tr>
<tr>
<td>Number of Receivers: ( N_{\text{recv}} )</td>
<td>( 20 )</td>
</tr>
<tr>
<td>Maximum Link Delay: ( d_{\text{max}} )</td>
<td>( 10\text{ms} )</td>
</tr>
<tr>
<td>Original Average Link PLR: ( P_e )</td>
<td>( 10^{-3} \sim 10^{-1} )</td>
</tr>
<tr>
<td>Original Weight of Overhead: ( \eta = L_{\text{overhead}} / L_{\text{max}} )</td>
<td>( 10^{-1} \sim 10^{-1} )</td>
</tr>
</tbody>
</table>

In order to compare the AHEC scheme using VPS with those using FPS, we can obtain the optimum parameters for the AHEC scheme with VPS by setting \( M=10 \); and also achieved the optimum results for the AHEC scheme with FPS by setting the packet size (i.e. \( L \)) to a fixed value. Afterwards, the throughput performances of these two kinds of AHEC schemes were evaluated by (4) using those optimum parameters. Note, for the convenience of illustration, the symbol “\( \lceil \cdot \rceil \)” on calculating the optimum packet size (i.e. \( L \)) will be removed in the following figures and texts. Fig.1 shows the throughput performances of the AHEC schemes with VPS, FPS of \( L=L_{\text{max}} \) and FPS of \( L=L_{\text{max}}/10 \), respectively.
First of all, as shown in this figure, comparing the AHEC scheme using VPS with the AHEC scheme using FPS of $L=\frac{L_{max}}{10}$ at $P_e=0.001$ or $L=L_{max}$ at $P_e=0.1$, we can see that the throughput is improved by about 10%. It proves that the AHEC scheme with VPS proposed in this paper indeed can improve the final throughput performance significantly.

However, from Fig.1, we can find that, with the increase of $P_e$, the throughput performance of the AHEC scheme with FPS of $L=L_{max}$ decreasing significantly. Especially, when $P_e$ is more than 0.02, the AHEC scheme with FPS of $L=\frac{L_{max}}{10}$ outperforms the AHEC scheme with FPS of $L=L_{max}$. It indicates that the packet size should be shorted with the increase of $P_e$ for achieving the best throughput performance. From Fig.1, we can see that the throughput performance of the AHEC scheme with FPS of $L=\frac{L_{max}}{10}$ is more closer to the AHEC scheme with VPS than the AHEC scheme with FPS of $L=L_{max}$. It implies that the best throughput performance can be achieved by setting the packet size to a value of larger than $\frac{L_{max}}{10}$ and less than $L_{max}$. In case that $P_e$ is very small, the AHEC scheme with FPS of large packet size is more efficient than that with small packet size, because the inefficiency of the packet caused by small packet size overruns the advantage of the efficient FEC code rate. However, when $P_e$ is large enough, the AHEC scheme with FPS of small packet size will be better than that with large packet size, because the advantage of the efficient FEC code rate overruns the inefficiency due to small packet size. As a result, with the increase of the average link PLR, the throughput can be improved significantly by dividing the packets with large packet size into packets with suitable small packet size for the transmission.

5. conclusions

Using a general architecture of EEC under strict delay constraints, in this paper, we first propose a simple method to quantitatively analyze the influence of packet size on its throughput performance. To improve the throughput, we then propose an adaptive HEC (AHEC) scheme by optimizing the parameters of the general architecture with variable packet size (VPS). The analysis results show that the proposed AHEC scheme with VPS can indeed improve the throughput performance significantly. Comparing with the AHEC schemes with
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fixed packet size, the AHEC scheme with VPS can improve the throughput by about 10% in some multicast scenarios.
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