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Abstract

In the last decade, more and more researches have focused on privacy-preserving data mining (PPDM). The previous work can be divided into two categories: data modification and data encryption. Data encryption is not used as widely as data modification because of its high cost on computing and communications. Data perturbation, including additive noise, multiplicative noise, matrix multiplication, data swapping, data shuffling, k-anonymization, Blocking, is an important technology in data modification method. PPDM has two targets: privacy and accuracy, and they are often at odds with each other. This paper begins with a proposal of two new noise addition methods for perturbing the original data, followed by a discussion of how they meet the two targets. Experiments show that the methods given in this paper have higher accuracy than existing ones under the same condition of privacy strength.
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1. Introduction

With increasing concern about privacy, various privacy-preserving data mining techniques have been developed. They are used in many areas such as medical, business and sociology. PPDM has a long history of preventing privacy disclosure by perturbing the original dataset and then releasing the result to the data analyst. A trade-off between privacy and accuracy often need to be made. On the one hand, privacy requires that the original data records must be fully obfuscated before data mining analysis. On the other, accuracy needs that the “patterns” in the original data should be mined out in spite of the perturbation.

In this paper, the participants of PPDM are divided into data provider and data analyst. The data provider owns the original data and adds noise to the original data, while the data analyst has access to the obfuscated data and mines them.

We propose two new additive perturbation methods which can be applied in the area of secure statistical databases. Both of the methods can help the data analysts mine out the “patterns” directly from the obfuscated data, and spare them from the work of reconstructing the original data distribution as an intermediate step or trying to modify data mining algorithm, which are very general in many perturbation techniques.
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The paper is organized as follows: Section 2 presents the related work. Section 3 describes our additive perturbation methods, followed by some experimental results in Section 4. Finally, we summarize the research in Section 5 with a discussion of the future work.

2. Related Work

Data perturbation is widely used for PPDM. It includes (but not limited to): additive noise [1, 2], multiplicative noise [3], matrix multiplication [4], data swapping [5], data shuffling [6], k-anonymization [7, 8], Blocking [9]. This paper focuses on additive noise and its application to numeric continuous data will also be concerned.

In order to mine the data directly from the perturbed data, without reconstructing the original data distribution, Li Liu proposed a threshold algorithm [10] which uses a threshold to categorize a record by computing its probability. A shortcoming of this method is that the choose of the threshold which will affect the mining result is not easy because the proper threshold value varies from case to case and can be set by no rules but experience. So Mohammad Ali Kadampur proposed a new noise addition scheme [11] in which data provider firstly builds a decision tree \( T \) by exploring the original data, and then for each record, adds a noise (i.i.d) to get the modified data which needs to be adjusted according to \( T \). Decision tree \( T' \) will be drawn by mining the modified data, and it is similar to \( T \). According to [11], the result of mining the obfuscated data is close to mining the original data. But this method is limited by data sparseness. If data is intensive, the deviation, caused by additive noise, may lead to more incorrect split. In this case, the similarity between \( T \) and \( T' \) will be reduced. Also this method is not safe enough, because it can be attacked by some attack techniques such as spectral filtering (SF) [12], singular value decomposition (SVD) filtering [13], and principal component analysis (PCA) filtering [14]. For similarity, Zhai Fangwen el [15] proposed a similarity measure framework using a specific formula to compute the similarity.

Mohammad Ali Kadampur’s method is only applicable to building privacy-preserving decision tree. The two additive perturbation methods our proposed expand its application to the security control of statistical database. The original data is pre-mined by the data provider to get the “patterns”, and then after being added noise in a proper way in order to maintain these “patterns”, the data is wrapped and released to the data analyst. So the data analyst only needs to mine the perturbed data without doing anything else. With our methods, the step of reconstructing the original data distribution which has high computation cost and the step of modifying mining algorithm are not needed any more. Our experimental results have shown that this model not only has a higher degree of accuracy, but also guarantees that its privacy security is as good as, if not better than, the other methods.

3. Two Noise Addition Methods

The data provider replaces the original data \( X \) with

\[
Y = X + R
\]

Where \( R \) is the noise, generally satisfies some distribution (i.i.d).

We suppose that \( D \) is the original data set and \( C(C_1, C_2, ..., C_k) \) is the result of clustering (using k-mean clustering algorithm). Our effort will be to modify \( D \) to \( D' \), and if mining \( D' \), we will get a new cluster result \( C'(C'_1, C'_2, ..., C'_k) \), which is similar to \( C \). After getting the cluster sets \( C \), we propose two noise addition methods to perturb the original data: random distance in distance domain (RDD) and rotation around the center of clustering (RACC). Both of them are used to perturb numeric attributes.
3.1. **RDD**

In RDD, records will be traversed. After K-mean clustering, each record will be categorized, and then Gauss noise will be added to it. In order to keep the “pattern” unchanged before and after perturbing, we try to keep the record in the same category. Therefore, we adjust the distance between the center of category and the point of perturbed record, to make it in the domain of category, which is the range of values of distance from records to the center of category. \( C_i \) is the center of the category, \( R \) is a record. Noise \( N_x \) and \( N_y \) will be added to its attributes \( X \) and \( Y \), then we get point \( P(X + N_x, Y + N_y) \). Three cases will be considered, \( P \) in \( D_n(i), D(i) \) and \( D_{out}(i) \)

\[ dis(C_i, P) = \begin{cases} 
\text{dis}(C_i, P), P \in D(i), 1 \leq i \leq k \\
2D(i).left - \text{dis}(C_i, P), P \in D_n(i), 1 \leq i \leq k \\
2D(i).right - \text{dis}(C_i, P), P \in D_{out}(i), 1 \leq i \leq k 
\end{cases} \]  

(2)

After computing the distance \( C_i \) and \( P' \), the coordinates of point \( P' \), which will be published to data analyst, will be got.

**RDD Algorithm**

1: divide the dataset into \( k \) categories using k-mean algorithm
2: for each Instance do
3: find which category \( x_j \) is in
4: identify the domain of the category
5: Add a small Gauss noise with certain mean and variance
6: Compute \( \text{dis}(C_i, P) \)
7: if (\( \text{dis}(C_i, P) < D(i).left \)) then
8: \( \text{dis}(C_i, P') = 2D(i).left - \text{dis}(C_i, P) \)
9: else if (\( \text{dis}(C_i, P) > D(i).right \)) then
10: \( \text{dis}(C_i, P') = 2D(i).right - \text{dis}(C_i, P) \)
11: else
12: \( \text{dis}(C_i, P') = \text{dis}(C_i, P) \)
13: end if
14: end if
15: According \( \text{dis}(C_i, P') \), and the coordinate of \( C_i \), compute coordinate of \( P' \)
16: end for

3.2. **RACC**

RACC is a little different from RDD. The perturbed point lies on the circle, whose center is \( C \), \( R \) is a record and radius is \( CQ(CQ \leq CR) \). In RACC, we do not directly generate the noise \( N_x \) and \( N_y \) to perturb \( X \) and \( Y \), but the random noise \( \theta, \theta \in (0, 2\pi) \) and random distance ratio \( d_j \). Therefore, we can get the point \( Q \). We compute \( Q \) using (3), (4) and (5).
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\[ r = d_j \times dis(R, C) \]  

\[
\alpha = \begin{cases} 
\arctan\left(\frac{R_x - C_{ix}}{R_y - C_{iy}}\right), & R_x > C_{ix} \\
\arctan\left(\frac{R_x - C_{ix}}{R_y - C_{iy}}\right) + \pi, & R_x < C_{ix} 
\end{cases} \]  

\[
\begin{cases} 
Q_x = C_{ix} + r \cos(\theta + \alpha) \\
Q_y = C_{iy} + r \sin(\theta + \alpha) 
\end{cases} \]

In this method, the radius \( r \) can be kept unchanged. The result of mining is better similar to true data than RDD. Because the perturbed effect of RDD depends on the choice of random function, different variance, different extent of data is modified. When the variance is small, RACC will get much more data changed than RDD, because it has more chance to reach the remote point. On the contrary, RDD has more change space.

RACC Algorithm
1: divide the dataset into k categories using k-mean algorithm
2: for each Instance \( x_j \) do
3: find which category \( x_j \) (point \( R \)) is in, and get the center of category \( C \)
4: Generate random Noise \( \theta, \theta \in (0, 2\pi) \) and random distance ratio \( d_j \)
5: compute \( r = d_j \times dis(R, C) \), \( \alpha = \arctan\left(\frac{R_y - C_{iy}}{R_x - C_{ix}}\right) \)
6: if( \( R_x < C_{ix} \) ) then
7: \( \alpha++ = \pi \)
8: end if
9: using (4), compute the coordinate of \( Q \)
10: end for

4. Experiments

Our experiments are implemented on Weka tool and the perturbed matrix is tranformed by using Matlab 7.0. We will use three real-world datasets (Iris, Glass and Yeast), which were assembled from the UCI machine learning repository.

As shown in Table I, for each dataset, we choose number of cluster is 2 and 3, addition noise is from Gaussian distribution. Our results are compared with Keke Chen’s Geometric Data Perturbation[16], ten groups of noise data will be generated to perturb original data. The effect of experiments is measured by computing the mean accuracy. The result shows that in most cases our two algorithms can get higher accuracy. When using Gauss noise as random noise data, the variance can dramatically affect the result. From Fig. 1, we can see that with the increase of noise level, both the accuracy of Keke Chen’s algorithm and RDD algorithm have a decreasing trend, but RACC keeps relatively steady.
Table 1  Accuracy After Perturbation

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Number of categories</th>
<th>RDD</th>
<th>RACC</th>
<th>Keke Chen</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iris</td>
<td>2</td>
<td>100%</td>
<td>96%</td>
<td>95.33%</td>
</tr>
<tr>
<td>Iris</td>
<td>3</td>
<td>98.67%</td>
<td>96.67%</td>
<td>86%</td>
</tr>
<tr>
<td>Glass</td>
<td>2</td>
<td>100%</td>
<td>100%</td>
<td>99.07%</td>
</tr>
<tr>
<td>Glass</td>
<td>3</td>
<td>89.25%</td>
<td>89.25%</td>
<td>88.32%</td>
</tr>
<tr>
<td>Yeast</td>
<td>2</td>
<td>88.32%</td>
<td>91.85%</td>
<td>83.02%</td>
</tr>
<tr>
<td>Yeast</td>
<td>3</td>
<td>74.39%</td>
<td>82.01%</td>
<td>73.92%</td>
</tr>
</tbody>
</table>

Fig 1. noise level (sigma)

5. Conclusions

We propose two additive perturbation methods RDD and RACC which are suitable in the field of security control of statistical database. Our methods modify the original data according to the result of the pre-mining the original data. It is proved that our two additive perturbation algorithms not only make the reconstruction with high computation cost unnecessary and the mining algorithm unmodified, but also have higher accuracy.

In the future, we plan to apply our algorithms to more statistical analysis by making more comparisons and expand them to the distributed data mining.
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