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Abstract

Based on the union bound, formulas to estimate the BER distribution of channel codes are derived. By using these formulas, the BER for every position in the information sequence can be estimated. Applying the formulas to Turbo codes, several examples were given, and the results are also compared with simulation results. The results show that the derived formulas can give good estimations of the BER distributions for Turbo codes. Therefore, this would be helpful for the BER analysis, especially the unequal error protection analysis of Turbo codes.
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1. Introduction

For some cases in the data transmitting, such as when some bits of the input information are more important than others, unequal error protection is an efficient channel coding scheme. There are some examples to produce unequal error protections by using block codes and turbo codes[1]. But how to get the BER distribution of an unequal error protection code is not an easy work. Generally, for a given SNR and code, it can be got by simulation. However, the simulation maybe very time consuming, especially when the SNR changes the simulation shall be down again. In this paper, a theoretic method to estimate the BER distributions for turbo codes is tried to be derived without the disadvantages mentioned above.

2. Union Bound And The Formulas Of The Ber Distribution

For an AWGN channel, the BER is bounded by the following formula [2][3],

\[
P_b \leq \sum_{i=1}^{2^k} \frac{w_i}{2k} \text{erfc}\left( \sqrt{\frac{d_i R_i E_b}{N_0}} \right)
\]  

(1)
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Where \( w_i \) and \( d_i \) are the information weight, and total Hamming weight, respectively, of the \( i \)-th codeword. \( k \) is the input length.

Due to the following formula,

\[
Q(x) \leq \frac{1}{2} e^{-x^2/2}
\]

(1) can be simplified to

\[
P_b \leq \sum_{i=1}^{2^k} \frac{w_i}{2k} e^{-d_i R_e E_b / N_0}
\]

Considering the weight enumerator function, (2) can be rewritten as

\[
P_b \leq \frac{1}{2} \sum_{\omega=1}^{K} \frac{\omega}{K} e^{-\omega E_s / N_0} \sum_{z=1}^{N-K} A_{\omega, z} e^{-z E_s / N_0}
\]

\[
= \frac{1}{2} \sum_{\omega=1}^{K} \frac{\omega}{K} \sum_{z=1}^{N-K} A_{\omega, z} e^{-(\omega+z)R_e E_b / N_0}
\]

(3)

Where the \( \omega \) is the weight of information and the \( z \) is the weight of parity check in a codeword.

The summations are extended over all the codewords of a systematic code \( C \).

Let \( c_i=(m_0,\ldots,m_k,\ldots,p_0,\ldots,p_r) \) be a codeword of \( C \), where \( m_i \) is the \( i \)-th bit of information and \( p_j \) is the \( j \)-th bit in the parity check bits of the codeword \( c_i \). Therefore the (3) can be written as

\[
p_{jb} = \sum_{c_i \in C} \frac{1}{2} m_j e^{-d_i R_e E_b / N_0}
\]

\[
= \sum_{i=1}^{2^k-1} m_i j \frac{1}{2} e^{-d_i R_e E_b / N_0} = \sum_{l} n_{jl} \frac{1}{2} e^{-d_i R_e E_b / N_0}
\]

(4)

Where \( d_i = \sum_{j=0}^{k-1} m_{ij} + \sum_{s=0}^{r-1} p_{is} \) is the weight of \( i \)-th codeword \( c_i \).

And furthermore,
Where \( n_{jl} \) is the number of the codewords with weight \( d_{jl} \) connected to \( i \)-th bit of the information sequence. The quantity \( p_{ib} \) is a bound of \( C \), therefore the \( p_{ib} \) is the bound for the \( i \)-th bit.

If we only consider the lowest weight codewords for every bit, we can get an estimate distribution of the bits’ BERs by the following formula

\[
P_b(j) \approx \frac{1}{2} n_{j_{\text{min}}} e^{-d_{j_{\text{min}} R_c E_b / N_0}}
\]

(6)

where \( d_{j_{\text{min}}} \) is the lowest codeword(s)’ weight connecting to the \( i \)-th bit and \( n_{j_{\text{min}}} \) is the number of such codewords.

Similarly, from (1) we can get

\[
P_{jb} \leq \sum_l n_{jl} \frac{1}{2} \text{erfc}(\sqrt{d_{l} R_c E_b / N_0})
\]

(7)

And

\[
P_b(j) \approx \frac{1}{2} n_{j_{\text{min}}} \text{erfc}(\sqrt{d_{j_{\text{min}} R_c E_b / N_0})
\]

(8)

From (6) and (8) we can see that if a bit connects to a codeword of lower weight, it will have a weaker error protection for error, and vice versa, if it only connects to the codewords of higher weights, it will have stronger protections.

For shorter lengths of codes, it is not difficult to get the lowest codewords and their numbers for every bit. If the length is longer, it would be hard to calculate the required parameters. However, there have been some efficient algorithms to calculate the lowest weight of Turbo codes, such as [4]--[6]. They can be used here to get the required parameters only by slight modifications.

3. Simulation Results

The following examples are produced by turbo codes with generator matrix \( g = (1,1011/1101) \) and the interleaver size is 64. The simulations are carried on AWGN channel and the \( E_b/N_0 \) is 4dB. The code rate is 1/3 or 1/2 according to different puncturing patterns. Here three type puncturing matrices are used. P0 is without any puncturing and the rate is 1/3. The puncturing patterns p4 and p7 are as the following

\[
p4 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad p7 = \begin{bmatrix} 1 & \cdots & 1 & 0 & \cdots & 0 \\ 1 & \cdots & 1 & 0 & \cdots & 0 \end{bmatrix}.
\]

Apparently p4 is a periodic puncturing pattern. For p7, the first 32 bits for both parity check sequences are kept and the last 32 bits for both parity check sequences are deleted. From the following Figs we can see that such a puncturing pattern can provide very strong error-protections for some bits. The number of BCJR
iterations is 5. A block interleaver of 8×8 and a random interleaver are used. For comparison, the simulation results of BER distributions are also given.

To get the lowest weight codewords and their numbers for every bit, the full search is performed among the all codes with information weights less than or equal to 6.

For more accurate results, more terms in (7) can be considered. Here the second item is also considered and (8) becomes

\[
p_b(j) \approx \frac{1}{2} n_{j_{\min}} \text{erfc}(\sqrt{d_{j_{\min}} R_c E_b / N_0})
\]

\[
+ \frac{1}{2} n_{j_{\text{second}}} \text{erfc}(\sqrt{d_{j_{\text{second}}} R_c E_b / N_0})
\]

Where \( n_{j_{\text{second}}} \) and \( d_{j_{\text{second}}} \) are the number and the weight of second lowest weight codeword connecting to the j-th bit.

In the following figs, curve “----” denotes the results produced by simulations, “--*” produced by (8), and “-o” by (9).

Fig 1 The curves for 8X8 block interleaver using p0 puncturing matrix under SNR=4dB.

Fig 2  The curves for 8X8 block interleaver using p4 puncturing matrix under SNR=4dB.
From the above Figures we can see that the shapes of BER distribution curves produced by the formulas have a good match with those obtained by simulations, especially when the curves’ vary over a wide range, such as in Fig 3. And the curves produced by (9) differ only slightly compared to those by (8). These also show that the bit’s error rate of a particular bit is determined mainly by the lowest weight codeword connected to it.

4. Conclusion

Based on the union bound, formulas to estimate the BER distributions for turbo codes were explored, which can give a detailed description of the BER on every information bit. The formulas only need the weights of lowest (and second) weight codewords and their numbers for every position. So it can be used for various types of the constructions for turbo codes, no matter what kind of component encoders, interleavers, and puncturing schemes are used. Of course these formulas can also be applied to other kinds of channel codes with the required parameters.
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