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Abstract
The aim of this article is to propose a novel and simple technique for solving bi-matrix games with rough intervals payoffs. Since the payoffs of the rough bi-matrix games are rough intervals, then its value is also a rough interval. In this technique, we derived four bilinear programming problems, which are used to obtain the upper lower bound, lower lower bound, lower upper bound and upper upper bound of the rough interval values of the players in rough bi-matrix games which we called in this article as 'solution space'. Moreover, the expected value operator and trust measure of rough interval have been used to find the $\alpha$-trust equilibrium strategies and the expected equilibrium strategies of rough interval bi-matrix games. Finally, numerical example of tourism planning management model is presented to illustrate the methodologies adopted and solution procedure.

Index Terms: Rough interval, Trust measure, Bilinear programming, Bi-matrix games.

1. Introduction

Game theory is applied widely in various areas such as finance, economic aspects, management problems, business, social policy, military, operational research, engineering, biology and international and national politics etc. For details, see [1, 2]. In numerous practical situations, there are vagueness occur in bi-matrix games, which is due to lack of information about the parameters of bi-matrix games or they are approximately known. In this problem, we suppose uncertainties in the parameters are random or fuzzy parameters. However, numerous surveys have showed that these imprecise parameters are neither fuzzy nor random. This drives a new class of continuous differential games defined as rough bi-matrix games, such that the bi-matrix games...
parameters are rough variables. Most scholars considered matrix game with imprecision parameters, such as, Harsanyi [3] made an important contribution in dealing with the probabilistic nature imprecision in games by developing Bayesian games theory. Xu [4] use linear programming technique to debate zero-sum two-person game with payoffs given as grey numbers. Dhinagar et al. [5] combined the fuzzy set theory with cooperative game to yield a novel optimization technique to define as cooperative fuzzy games and give a computational method to find the optimal solutions of multiple objective programming problems. Takahashi [6], analyzed zero-sum two-person matrix game under random environment. Then Espin et al. [7] discussed an innovative approach depend on fuzzy logic to construe n-person cooperative games and experimentally and theoretically studied the results by giving three-case studies.

Rough set theory has a large application in different fields such as knowledge acquisition, decision analysis, machine learning, civil engineering problems and decision algorithms etc. For details, see [9, 10, 11, 12]. Robolledo [13] in his research given the basic concept and definitions of rough intervals. The special advantage of rough intervals (RIs) is that it can deal with the partially ill-defined or unknown variables, the rough intervals are also able to model continuous parameters and satisfies all properties and basic concepts of rough sets such as the lower and upper approximation concepts. The approach for obtaining the solution of rough programming problem is to transform problem from rough interval to crisp using crisp evaluation theorem. The satisfaction level of rough set is defined using the level of confidence \( \alpha \in [0,1] \). The level of satisfaction is exact when \( \alpha = 1 \), and complementary when \( \alpha = 0 \). When \( \alpha \in (0,1) \), the rough set theory assumes that it satisfies the level of confidence \( \alpha \) measured by the trust level, as given by Liu [14].

In reality, the parameters involved in bi-matrix games may be uncertain and rough in nature. For example, the sales amount of a company is given by rough interval \([(200,300),(170,320)]\) which mean that the sales amount varies within the variable ranges from 200 to 300 units in most cases and, in some special periods, the range may vary from 170 units to 320 units when the company use the strategy of advertisement.

The objective of the current paper is to discuss a novel method for solving the rough interval bi-matrix games. In this methodology, the values of the players and the optimal strategies of the rough bi-matrix games are obtained as rough intervals, where the decision makers feel relax to make a decision in a range which we called in this article as 'solution space'. The uncertainties in such problems are measured using the trust measure of rough intervals. We also obtain the optimal solution of the rough bi-matrix games using the expected value operator and the trust measure of rough interval.

The present paper is organized as follows. In Section 2, we introduce literature review about bi-matrix games. In Section 3, some necessary definition and preliminary are given. In section 4, we introduce bi-matrix games and its properties. In section 5, we introduce bi-matrix game under rough interval environment and we present our proposed method for solving rough bi-matrix game. In Section 6, we transform the rough bilinear programming problem to a crisp bilinear programming problem using trust measure of rough interval. Finally, in section 7, numerical example of tourism planning management model is given to illustrate our results.

2. Related Works

solutions based on new similarity measure. Reference [27] studied intelligent water management with triangular type-2 intuitionistic fuzzy matrix games approach. Reference [28] investigated the solution of bi-matrix games with fuzzy payoffs by introducing Nature as a third player. Jinwu Gao [29] studied the uncertain bi-matrix game with applications. Sankar Kumar Roy [30] discussed bi-matrix game under rough set approach. However, the method of solving bi-matrix game with rough intervals payoffs that discussed in this article is completely different from that of Sankar Kumar Roy, in our methodology the values of the players and the optimal strategies of rough bi-matrix games are obtained as rough intervals, where the decision makers feels relax to make decision in a range which we called in this article as ‘solution space’.

3. Preliminaries

As this paper is mainly based on rough interval (RI) so we recall the basic knowledge of rough set theory. In this section we are discuss some basic knowledge and properties of rough set theory that are need to develop the paper and easily understandable.

3.1 Rough set

Rough set theory was initialized by [8]. It has been well applied and developed in a wide variety of uncertainty real models.

**Definition 1:** [8] Let \( \Theta \) be the universal set, \( \mathcal{R} \) be the equivalence relation on \( \Theta \), \( [\theta]_\mathcal{R} \) be the set of equivalence class of \( \mathcal{R} \) and \( \Omega \) be a nonempty subset of \( \Theta \). The upper and lower approximations of the set \( \Omega \) are defined as,

\[
\mathcal{R}\Omega^u = \{ \theta \in \Theta : [\theta]_\mathcal{R} \cap \Omega \neq \emptyset \}
\]
\[
\mathcal{R}\Omega^l = \{ \theta \in \Theta : [\theta]_\mathcal{R} \subseteq \Omega \}
\]

\( \Omega^r = \mathcal{R}\Omega^u - \mathcal{R}\Omega^l \)

If \( \Omega^r \neq \emptyset \), then set \( \Omega \) is called rough set.

**Definition 2:** The collection of all sets having the same upper and lower approximations is called a rough set, denoted by \( (\mathcal{R}\Omega^u, \mathcal{R}\Omega^l) \).

**Definition 3:** Let \( \Omega \) be a nonempty subset of \( \Theta \), \( \Lambda \) is a \( \sigma \)-algebra of \( \Omega \), \( \theta \) an element in \( \Lambda \), and \( \pi \) a nonnegative, real-valued, additive set function. Then \( (\Omega, \Theta, \Lambda, \pi) \) is called a rough space.

**Definition 4:** The rough variable \( \xi^R \) is a function from rough space \( (\Omega, \Theta, \Lambda, \pi) \) to the set of real numbers. Let \( \xi^{-(\Lambda)} \), \( \xi^{+(\Lambda)} \), \( \xi^{-(U\Lambda)} \) and \( \xi^{+(U\Lambda)} \) are any real numbers such that \( \xi^{-(U\Lambda)} \leq \xi^{-(\Lambda)} \leq \xi^{+(\Lambda)} \leq \xi^{+(U\Lambda)} \) and \( \xi^R = [\xi^{-(\Lambda)}, \xi^{+(\Lambda)}] \) is called a rough variable if,

\[
\begin{align*}
\xi^{-(\Lambda)} \leq \xi^R(\theta) \leq \xi^{+(\Lambda)}, & \quad \text{iff } \theta \in \mathcal{R}\Omega^l, \quad \text{for exact case.} \\
\xi^{-(U\Lambda)} \leq \xi^R(\theta) \leq \xi^{+(U\Lambda)} & \quad \text{or } \xi^{+(\Lambda)} \leq \xi^R(\theta) \leq \xi^{+(U\Lambda)}, \quad \text{iff } \theta \in \Omega^r, \quad \text{for uncertainty.}
\end{align*}
\]

**Definition 5:** [14] Let \( Tr \) be the trust which is a measure on rough space. The measure \( Tr \) is defined on a set \( A \in \Lambda \), is,
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\[
\text{Tr}(A) = \frac{1}{2}(\text{Tr}(A) + \text{Tr}(A))
\]

Where \(\text{Tr}(A) = \frac{n(A)}{n(\Omega)}\) and \(\text{Tr}(A) = \frac{n(A \cap \Omega)}{n(\Omega)}\)

**Definition 6:** [14] Let \(\xi^R = [\xi^-(LAI), \xi^+(LAI)]; [\xi^-(UIA), \xi^+(UIA)]\) be a rough variable such that \(\xi^-(LAI) \leq \xi^+(LAI) \leq \xi^+(UIA)\), then the trust measure of the rough value \(\xi^R \leq \beta\) is defined as

\[
\text{Tr}(\xi^R \leq \beta) = \begin{cases} 0, & \text{if } \beta \leq \xi^-(LAI) \\ \frac{1}{2} \left(\frac{\xi^-(LAI) - \beta}{\xi^+(LAI) - \xi^+(LAI)}\right), & \text{if } \xi^-(LAI) \leq \beta \leq \xi^+(LAI) \\ \frac{1}{2} \left(\frac{\xi^-(LAI) - \beta}{\xi^-(LAI) - \xi^+(LAI)} + \frac{\xi^+(LAI) - \beta}{\xi^-(LAI) - \xi^+(LAI)}\right), & \text{if } \xi^-(LAI) \leq \beta \leq \xi^+(LAI) \\ \frac{1}{2} \left(\frac{\xi^-(LAI) - \beta}{\xi^+(LAI) - \xi^+(LAI)} + 1\right), & \text{if } \xi^+(LAI) \leq \beta \leq \xi^+(LAI) \\ 1, & \text{if } \beta \geq \xi^+(LAI) 
\end{cases}
\]

and the \(\alpha\)-pessimistic value of \(\xi^R\) is,

\[
\xi^R_{\text{inf}}(\alpha) = \inf(\beta: \text{Tr}(\xi^R \leq \beta) \geq \alpha)
\]

\[
\begin{cases} (1 - 2\alpha)\xi^-(UIA) + 2\alpha \xi^+(UIA), & \text{if } \alpha \leq \frac{\xi^-(LAI) - \xi^-(LAI)}{2(\xi^+(UIA) - \xi^-(LAI))} \\ 2(1 - \alpha)\xi^-(UIA) + (2\alpha - 1) \xi^+(UIA), & \text{if } \alpha \geq \frac{\xi^+(UIA) + \xi^+(UIA) - 2\xi^-(UIA)}{2(\xi^+(UIA) - \xi^-(UIA))} \\ \xi^-(UIA)(\xi^+(LAI) - \xi^-(UIA)) + \xi^-(LAI)(\xi^+(UIA) - \xi^-(UIA)) + 2\alpha(\xi^+(UIA) - \xi^-(LAI))(\xi^+(LAI) - \xi^-(UIA)), & \text{otherwise} 
\end{cases}
\]

**Theorem 1:** [31] Let \(\xi^R = [\xi^-(LAI), \xi^+(LAI)]; [\xi^-(UIA), \xi^+(UIA)]\) be a rough interval parameter such that \(\xi^-(LAI) \leq \xi^-(LAI) \leq \xi^+(LAI) \leq \xi^+(UIA)\) and \(\text{Tr}\) be the trust measure which measured on the rough interval space. For a given confidence level \(\alpha \in (0, 1)\),

(1) when \(\alpha \leq \frac{\xi^-(LAI) - \xi^-(LAI)}{2(\xi^+(UIA) - \xi^-(UIA))}\), \(\text{Tr}(\xi^R \leq 0) \geq \alpha\), if and only if,

\[
(1 - 2\alpha)\xi^-(UIA) + 2\alpha \xi^+(UIA) \leq 0
\]

(2) when \(\alpha \geq \frac{\xi^+(LAI) + \xi^+(UIA) - 2\xi^-(UIA)}{2(\xi^+(UIA) - \xi^-(UIA))}\), \(\text{Tr}(\xi^R \leq 0) \geq \alpha\), if and only if,

\[
2(1 - \alpha)\xi^-(UIA) + (2\alpha - 1) \xi^+(UIA) \leq 0
\]

(3) when \(\alpha \leq \frac{\xi^-(LAI) - \xi^-(UIA)}{2(\xi^+(UIA) - \xi^-(UIA))}\), \(\text{Tr}(\xi^R \leq 0) \geq \alpha\), if and only if,

\[
\frac{2\alpha(\xi^+(UIA) - \xi^-(LAI))(\xi^+(LAI) - \xi^-(UIA)) + (2\alpha - 1)\xi^+(UIA)}{\xi^+(UIA) - \xi^-(LAI)} \leq 0
\]

**Theorem 2:** [31] Let \(\xi^R_k = [\xi^-(LAI)_k, \xi^+(LAI)_k]; [\xi^-(UIA)_k, \xi^+(UIA)_k]\) are rough interval variables for \(k = 1, 2, \ldots, m\) and a function \(F(x, \xi^R)\) can be written as,

\[
F(x, \xi^R) = f_1(x)\xi^R_1 + f_2(x)\xi^R_2 + \cdots + f_m(x)\xi^R_m + f_0(x).
\]

If \(f_i(x)\) be a nonnegative real function. Then there exists a level confidence \(\alpha \in (0, 1)\), such that,

(1) when \(\alpha \leq \frac{\xi^-(LAI)_k - \xi^-(LAI)_k}{2(\xi^+(UIA)_k - \xi^-(UIA)_k)}\), \(\text{defined,}\)
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\[ s_κ = \begin{cases} 
(1 - 2α)κ_k^{-(UAI)} + 2ακ_k^{+(UAI)} & \text{when } \alpha \ge \frac{κ_k^{+(UAI)} - 2κ_k^{-(UAI)}}{2(κ_k^{+(UAI)} - κ_k^{-(UAI)})}, \\
\end{cases} \]

\[ s_k = \begin{cases} 
2(1 - α)κ_k^{-(UAI)} + (2α - 1)κ_k^{+(UAI)} & \text{when } \alpha < \frac{κ_k^{+(UAI)} - κ_k^{-UAI}}{2(κ_k^{+(UAI)} - κ_k^{-(UAI)})}, \\
\end{cases} \]

\[ s_κ = \begin{cases} 
\frac{2ακ_k^{+(UAI)} - 2κ_k^{-(UAI)}}{κ_k^{+(UAI)} + (1 - 2α)κ_k^{-(UAI)} + (1 - 2α)κ_k^{+(UAI)} - 2κ_k^{-(UAI)}}, & \text{defined,} \\
\end{cases} \]

Then for a confidence level \( α \in (0,1) \), the rough measure \( \text{Tr}(F(x, ξ^R) \leq 0) \geq α \) if and only if \( F(x, ξ^R) = \sum_{k=1}^n s_k f_k(x) + f_0(x) \leq 0 \).

**Definition 7:** Let \( ξ^R \) be a rough variable, the expected value of \( ξ^R \) is defined by

\[ E[ξ^R] = \int_0^\infty \text{Tr}(ξ^R \geq x) \, dx - \int_{-\infty}^0 \text{Tr}(ξ^R \leq x) \, dx \]

provided that at least one of the two integrals is finite.

**Theorem 3:** [32] Let \( ξ^R = [\{ξ^{-(UAI)}), ξ^{+(UAI)}\}] \) where \( ξ^{-(UAI)} \leq ξ^{-(UAI)} \leq ξ^{+(UAI)} \) be a rough interval. Then the expected value of \( ξ^R \) is

\[ E(ξ^R) = \frac{1}{2} [μ(ξ^{-(UAI)} + ξ^{+(UAI)}) + (1 - μ)(ξ^{-(UAI)} + ξ^{+(UAI)})] \]

**Remark 1:** If \( μ = 0.5 \); then the expected value of \( ξ^R \) is

\[ E(ξ^R) = \frac{1}{4} [ξ^{-(UAI)} + ξ^{+(UAI)} + ξ^{-(UAI)} + ξ^{+(UAI)}] \]

4. The classical bi-matrix games

Suppose that \( S_1 = \{γ_1, γ_2, ..., γ_m\} \) and \( S_2 = \{ρ_1, ρ_2, ..., ρ_n\} \) be the sets of pure strategies for players I and II, respectively. The payoff matrices of players I and II are given as \( D = (d_{ij})_{m \times n} \) and \( E = (e_{ij})_{m \times n} \), the mixed strategies of players I and II are given by the vectors \( p = (p_1, p_2, ..., p_m)^T \) and \( q = (q_1, q_2, ..., q_n)^T \), where \( p_i \) and \( q_j \) are the probabilities that players I and II select their pure strategies \( γ_i \in S_1 \) and \( ρ_j \in S_2 \) , respectively. Let \( P = \{p: \sum_{i=1}^m p_i = 1, p_i \geq 0 (i = 1,2,...,m)\} \) and \( Q = \{q: \sum_{j=1}^n q_j = 1, q_j \geq 0 (j = 1,2,...,n)\} \) express the sets of mixed strategies for player I and II, respectively. Suppose that the two players need to maximize their own payoffs. So, the bi-matrix game is given by \( G = (P, Q, D, E) \), which is called a bimatrix game \((D,E)\).

The expected payoffs for a bi-matrix game \((D,E)\), when players I and II select mixed strategies \( p \in P \) and \( q \in Q \) can be expressed as follows:

\[ E_1(p,q,D) = p^T D q = \sum_{i=1}^m \sum_{j=1}^n p_i d_{ij} q_j. \] 

And

\[ E_2(p,q,E) = p^T E q = \sum_{i=1}^m \sum_{j=1}^n p_i e_{ij} q_j. \] 

**Definition 8:** If \((p^*, q^*) \in (P \times Q)\) satisfies the following conditions
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For mixed strategies \( p \in P \) and \( q \in Q \), then \( (p^*, q^*) \) is called the equilibrium solution for bi-matrix game \((D, E)\), \( p^* \) and \( q^* \) are called the optimal strategies of players I and II, \( u^* = p^TD q^* \) and \( v^* = p^TE q^* \) are called the equilibrium value of players I and II, respectively.

Theorem 4: \((p^*, q^*)\) is the equilibrium solution of bimatrix game \((D, E)\) in the sense of mixed strategies if and only if it is optimal solution of bilinear programming problems expressed as follows:

\[
\begin{align*}
\max \{ & p^TD q + p^TE q - u - v \} \\
\text{s. t.} \quad & D q \leq u e^m \\
& E^T p \leq v e^n \\
& p^Te^m = 1 \\
& q^Te^n = 1 \\
& p \geq 0 \\
& q \geq 0 \\
& u, v \text{ unrestricted in sign}
\end{align*}
\]

The proof of Theorem 4 can be found in [18]

5. Approach 1: Bilinear programming approach for solving rough bi-matrix games

Without loss of generality, suppose that the payoff matrices of players I and II, respectively, expressed by \( D = (D_{ij})_{m \times n} \) and \( E = (E_{ij})_{m \times n} \) are rough intervals payoffs; \( d_{ij}^{-(LAI)} \) is the lower lower bound of rough interval \( D_{ij} \), \( d_{ij}^{+(LAI)} \) is the lower upper bound of rough interval \( D_{ij} \), \( d_{ij}^{-(UIAI)} \) is the upper lower bound of rough interval \( D_{ij} \), \( d_{ij}^{+(UIAI)} \) is the upper upper bound of rough interval \( D_{ij} \) and \( e_{ij}^{-(LAI)} \) is the lower lower bound of rough interval \( E_{ij} \), \( e_{ij}^{+(LAI)} \) is the lower upper bound of rough interval \( E_{ij} \), \( e_{ij}^{-(UIAI)} \) is the upper lower bound of rough interval \( E_{ij} \), \( e_{ij}^{+(UIAI)} \) is the upper upper bound of rough interval \( E_{ij} \). The mixed strategy \( P \) and \( Q \) and pure strategy \( S_1 \) and \( S_2 \) for player I and player II are given as defined in section 3. For short the rough interval bi-matrix game can be denoted by \((D^R, E^R)\).

By taking the value \( (d_{ij} \times e_{ij}) \in (D^R_{i \times j} \times E^R_{i \times j}) \) \((i = 1, 2, ..., m; j = 1, 2, ..., n)\), we build a bimatrix game \((D, E)\), where the matrices \( D = (d_{ij})_{m \times n} \) and \( E = (e_{ij})_{m \times n} \). It is clear that from Eqs. (1) and (2), the value \( u \) of player I is a function of \( d_{ij} \) in the rough interval payoffs \( D^R \), given by \( u = u \left( d_{ij} \right) \). Also, the corresponding optimal strategy \( p^* \in P \) of player I is a function of \( d_{ij} \), given by \( p^* = p^* \left( d_{ij} \right) \). Similarly, the value \( v \) of player II is a function of \( e_{ij} \) in the rough interval payoffs \( E^R \), given by \( v = v \left( e_{ij} \right) \). Also, the corresponding optimal strategy \( q^* \in Q \) of player II is a function of \( e_{ij} \), given by \( q^* = q^* \left( e_{ij} \right) \).

So Eqs. (3) can be written in the following corresponding rough interval programming problems as follow:
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The lower lower bound \( u^{-{(LAI)}} \) and \( v^{-{(LAI)}} \) of the rough interval values of players I and II in the rough interval bi-matrix game \((D^R, E^R)\) and the corresponding optimal strategies \( p^{-{(LAI)}} \in \mathcal{P} \) and \( q^{-{(LAI)}} \in \mathcal{Q} \) are

\[
u^{-{(LAI)}} = v \left( \left( e_{ij}^{-{(LAI)}} \right) \right) , \quad p^{-{(LAI)}} = p^* \left( \left( d_{ij}^{-{(LAI)}} \right) \right) \quad \text{and} \quad q^{-{(LAI)}} = q^* \left( \left( e_{ij}^{-{(LAI)}} \right) \right),
\]

respectively. From Eq. (3), \((p^{-{(LAI)}}, q^{-{(LAI)}})\) is the optimal solution of the following bilinear programming problem:

**Model 1**

\[
\max \left\{ (p^{-{(LAI)}})^T D^{-{(LAI)}} q^{-{(LAI)}} + (p^{-{(LAI)}})^T E^{-{(LAI)}} q^{-{(LAI)}} - u^{-{(LAI)}} - v^{-{(LAI)}} \right\}
\]

\[
s.t. \left\{ \begin{array}{l}
D^{-{(LAI)}} q^{-{(LAI)}} \leq u^{-{(LAI)}} e^m \\
(E^{-{(LAI)}})^T p^{-{(LAI)}} \leq v^{-{(LAI)}} e^n \\
(p^{-{(LAI)}})^T e^m = 1 \\
(q^{-{(LAI)}})^T e^n = 1 \\
p^{-{(LAI)}} \geq 0 \\
q^{-{(LAI)}} \geq 0 \\
u^{-{(LAI)}}, v^{-{(LAI)}} \text{ unrestricted in sign}
\end{array} \right. \tag{5}
\]

The optimal solution of Eq. (5) \((p^{-{(LAI)}}, q^{-{(LAI)}}, u^{-{(LAI)}}, v^{-{(LAI)}})\) can be obtained by using the Lingo software. Then, we get the lower lower bound \( u^{+(LAI)} \) and \( v^{+(LAI)} \) of the rough interval values of players I and II in the rough interval bi-matrix game \((D^R, E^R)\) and the corresponding optimal strategies \( p^{+(LAI)} \in \mathcal{P} \) and \( q^{+(LAI)} \in \mathcal{Q} \).

Similarly, the upper lower bound \( u^{+(LAI)} \) and \( v^{+(LAI)} \) of the rough interval values of players I and II in the rough interval bi-matrix game \((D^R, E^R)\) and the corresponding optimal strategies \( p^{+(LAI)} \in \mathcal{P} \) and \( q^{+(LAI)} \in \mathcal{Q} \) are

\[
u^{+(LAI)} = v \left( \left( e_{ij}^{+(LAI)} \right) \right) , \quad p^{+(LAI)} = p^* \left( \left( d_{ij}^{+(LAI)} \right) \right) \quad \text{and} \quad q^{+(LAI)} = q^* \left( \left( e_{ij}^{+(LAI)} \right) \right),
\]

respectively. From Eq. (3), \((p^{+(LAI)}), q^{+(LAI)})\) is the optimal solution of the following bilinear programming problem:

**Model**

\[
\max \left\{ (p^{+(LAI)})^T D^{+(LAI)} q^{+(LAI)} + (p^{+(LAI)})^T E^{+(LAI)} q^{+(LAI)} - u^{+(LAI)} - v^{+(LAI)} \right\}
\]

\[
s.t. \left\{ \begin{array}{l}
D^{+(LAI)} q^{+(LAI)} \leq u^{+(LAI)} e^m \\
(E^{+(LAI)})^T p^{+(LAI)} \leq v^{+(LAI)} e^n \\
(p^{+(LAI)})^T e^m = 1 \\
(q^{+(LAI)})^T e^n = 1 \\
p^{+(LAI)} \geq 0 \\
q^{+(LAI)} \geq 0 \\
u^{+(LAI)}, v^{+(LAI)} \text{ unrestricted in sign}
\end{array} \right. \tag{6}
\]
The optimal solution of Eq. (6) \( (\mathbf{p}^\ast (\text{LAI}), \mathbf{q}^\ast (\text{LAI}), \mathbf{u}^\ast (\text{LAI}), \mathbf{v}^\ast (\text{LAI})) \) can be obtained by using the Lingo software. Then, we get the upper lower bound \( \mathbf{u}^\ast (\text{LAI}) \) and \( \mathbf{v}^\ast (\text{LAI}) \) of the rough interval values of players I and II in the rough interval bimatrix game \( (\mathbf{D}_\text{R}, \mathbf{E}_\text{R}) \) and the corresponding optimal strategies \( \mathbf{p}^\ast (\text{LAI}) \in \mathbf{P} \) and \( \mathbf{q}^\ast (\text{LAI}) \in \mathbf{Q} \), respectively.

Likewise, the lower upper bound \( \mathbf{u}^\ast (\text{RIA}) \) and \( \mathbf{v}^\ast (\text{RIA}) \) of the rough interval values of players I and II in the rough interval bi-matrix game \( (\mathbf{D}_\text{R}, \mathbf{E}_\text{R}) \) and the corresponding optimal strategies \( \mathbf{p}^\ast (\text{RIA}) \in \mathbf{P} \) and \( \mathbf{q}^\ast (\text{RIA}) \in \mathbf{Q} \), respectively. From Eq. (3), \( (\mathbf{p}^\ast (\text{RIA}), \mathbf{q}^\ast (\text{RIA})) \) is the optimal solution of the following bilinear programming problem:

\[
\text{Model 3}
\]

\[
\max \left\{ (\mathbf{p}^\ast (\text{RIA}))^\mathbf{T} \mathbf{D}^\ast (\text{RIA}) + (\mathbf{p}^\ast (\text{RIA}))^\mathbf{T} \mathbf{E}^\ast (\text{RIA}) \mathbf{q}^\ast (\text{RIA}) - \mathbf{u}^\ast (\text{RIA}) - \mathbf{v}^\ast (\text{RIA}) \right\}
\]

\[
\text{s. t.}
\]

\[
\begin{align*}
\mathbf{D}^\ast (\text{RIA}) \mathbf{q}^\ast (\text{RIA}) & \leq \mathbf{u}^\ast (\text{RIA}) \mathbf{e}^m \\
(\mathbf{E}^\ast (\text{RIA}))^\mathbf{T} \mathbf{p}^\ast (\text{RIA}) & \leq \mathbf{v}^\ast (\text{RIA}) \mathbf{e}^n \\
(\mathbf{p}^\ast (\text{RIA}))^\mathbf{T} \mathbf{e}^m & = 1 \\
(\mathbf{q}^\ast (\text{RIA}))^\mathbf{T} \mathbf{e}^n & = 1 \\
\mathbf{p}^\ast (\text{RIA}) & \geq 0 \\
\mathbf{q}^\ast (\text{RIA}) & \geq 0 \\
\mathbf{u}^\ast (\text{RIA}), \mathbf{v}^\ast (\text{RIA}) \text{ unrestricted in sign}
\end{align*}
\]

The optimal solution of Eq. (7) \( (\mathbf{p}^\ast (\text{RIA}), \mathbf{q}^\ast (\text{RIA}), \mathbf{u}^\ast (\text{RIA}), \mathbf{v}^\ast (\text{RIA})) \) can be obtained by using the Lingo software. Then, we get the lower upper bound \( \mathbf{u}^\ast (\text{RIA}) \) and \( \mathbf{v}^\ast (\text{RIA}) \) of the rough interval values of players I and II in the rough interval bi-matrix game \( (\mathbf{D}_\text{R}, \mathbf{E}_\text{R}) \) and the corresponding optimal strategies \( \mathbf{p}^\ast (\text{RIA}) \in \mathbf{P} \) and \( \mathbf{q}^\ast (\text{RIA}) \in \mathbf{Q} \), respectively.

Similarly, the upper upper bound \( \mathbf{u}^\ast (\text{RIA}) \) and \( \mathbf{v}^\ast (\text{RIA}) \) of the rough interval values of players I and II in the rough interval bi-matrix game \( (\mathbf{D}_\text{R}, \mathbf{E}_\text{R}) \) and the corresponding optimal strategies \( \mathbf{p}^\ast (\text{RIA}) \in \mathbf{P} \) and \( \mathbf{q}^\ast (\text{RIA}) \in \mathbf{Q} \), respectively.

\[
\text{s. t.}
\]

\[
\begin{align*}
\mathbf{D}^\ast (\text{RIA}) \mathbf{q}^\ast (\text{RIA}) & \leq \mathbf{u}^\ast (\text{RIA}) \mathbf{e}^m \\
(\mathbf{E}^\ast (\text{RIA}))^\mathbf{T} \mathbf{p}^\ast (\text{RIA}) & \leq \mathbf{v}^\ast (\text{RIA}) \mathbf{e}^n \\
(\mathbf{p}^\ast (\text{RIA}))^\mathbf{T} \mathbf{e}^m & = 1 \\
(\mathbf{q}^\ast (\text{RIA}))^\mathbf{T} \mathbf{e}^n & = 1 \\
\mathbf{p}^\ast (\text{RIA}) & \geq 0 \\
\mathbf{q}^\ast (\text{RIA}) & \geq 0 \\
\mathbf{u}^\ast (\text{RIA}), \mathbf{v}^\ast (\text{RIA}) \text{ unrestricted in sign}
\end{align*}
\]
Q are 
\[ u^{+(UA)} = u \left( (d_{ij}^{+(UA)}) \right), \quad v^{+(UA)} = v \left( (e_{ij}^{+(UA)}) \right), \quad p^{++(UA)} = p^{+} \left( (d_{ij}^{+(UA)}) \right) \quad \text{and} \quad q^{++(UA)} = q^{+} \left( (e_{ij}^{+(UA)}) \right), \]
respectively. From Eq. (3), \( (p^{++(UA)}, q^{++(UA)}) \) is the optimal solution of the following bilinear programming problem:

**Model 4**

\[
\begin{align*}
\text{max} \{ (p^{+(UA)})^T D^{+(UA)} q^{+(UA)} + (p^{+(UA)})^T E^{+(UA)} q^{+(UA)} - u^{+(UA)} - v^{+(UA)} \} \\
\text{s.t.} \quad \begin{cases} \\
D^{+(UA)} q^{+(UA)} \leq u^{+(UA)} e^m \\
E^{+(UA)} p^{+(UA)} \leq v^{+(UA)} e^n \\
(p^{+(UA)})^T e^m = 1 \\
(q^{+(UA)})^T e^n = 1 \\
p^{+(UA)} \geq 0 \\
q^{+(UA)} \geq 0
\end{cases}
\] \hspace{1cm} (8)
\end{align*}
\]

The optimal solution of Eq. (8) \( (p^{++(UA)}, q^{++(UA)}, u^{+(UA)}, v^{+(UA)}) \) can be obtained by using the Lingo software. Then, we get the upper upper bound \( u^{+(UA)} \) and \( v^{+(UA)} \) of the rough interval values of players I and II in the rough interval bi-matrix game \( (D^R, E^R) \) and the corresponding optimal strategies \( p^{+(UA)} \in P \) and \( q^{+(UA)} \in Q \), respectively.

Thus, we can get the rough interval values \( u^R = \left[ (u^{-(LA)}, u^{+(LA)}); (u^{-(LA)}, u^{+(LA)}) \right] \) and \( v^R = \left[ (v^{-(LA)}, v^{+(LA)}); (v^{-(LA)}, v^{+(LA)}) \right] \) of players I and II in the rough interval bi-matrix game \( (D^R, E^R) \) by solving the derived four bilinear programming problems Eq. (4), Eq. (5), Eq. (6) and Eq. (7).

**Algorithm of the proposed method**

**Step 1.** Identify the players, given by player I and player II.

**Step 2.** Identify the set of pure strategies for the player I and player II denoted by \( S_1 = \{ y_1, y_2, \ldots, y_m \} \) and \( S_2 = \{ \rho_1, \rho_2, \ldots, \rho_n \} \), respectively.

**Step 3.** Identify the set of constrained strategies for player I and player II denoted by P and Q, respectively.

**Step 4.** Formulate and solve the bilinear programming models according to Eq. (5) to obtain the lower lower bound \( u^{-+(LA)} \) and \( v^{-+(LA)} \) of the rough interval values of player I and II and the corresponding optimal strategies \( p^{-+(LA)} \) and \( q^{-+(LA)} \).

**Step 5.** Construct and solve the bilinear programming models according to Eq. (6) to obtain the upper lower bound \( u^{+(LA)} \) and \( v^{+(LA)} \) of the rough interval values of player I and II and the corresponding optimal strategies \( p^{+(LA)} \) and \( q^{+(LA)} \).

**Step 6.** Formulate and solve the bilinear programming models according to Eq. (7) to obtain the lower upper bound \( u^{-(LA)} \) and \( v^{-(LA)} \) of the rough interval values of player I and II and the corresponding optimal strategies \( p^{-(LA)} \) and \( q^{-(LA)} \).
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strategies \( p^{+(\text{RUI})} \) and \( q^{+(\text{RUI})} \).

**Step 7.** Construct and solve the bilinear programming models according to Eq. (8) to obtain the upper upper bound \( u^{+(\text{RUI})} \) and \( v^{+(\text{RUI})} \) of the rough interval values of player I and II and the corresponding optimal strategies \( p^{+(\text{RUI})} \) and \( q^{+(\text{RUI})} \).

**Step 8.** We obtained the rough interval game value and the optimal strategies of the bi-matrix game \((D^R, E^R)\) with rough interval payoff.

**Step 9.** Stop.

6. Approach 2: Trust measure of rough bi-matrix games

It is clear that the rough intervals bilinear programming problems Eqs. (4) can be transformed to crisp bilinear programming problems using the trust measure of rough interval, which is very easy to solve by using the Lingo software as follows:

The vectors form of Eqs. (4) can be expressed as follows:

\[
\begin{align*}
\text{max} & \quad \sum_{i=1}^{m} \sum_{j=1}^{n} p_i \left[ (d_{ij}^{-(\text{LA})}, d_{ij}^{+(\text{LA})}) : (d_{ij}^{-(\text{LA})}, d_{ij}^{+(\text{LA})}) \right] q_j + \\
& \quad \sum_{i=1}^{m} \sum_{j=1}^{n} p_i \left[ (e_{ij}^{-(\text{LA})}, e_{ij}^{+(\text{LA})}) : (e_{ij}^{-(\text{LA})}, e_{ij}^{+(\text{LA})}) \right] q_j - u - v \\
\text{s. t.} & \quad \sum_{i=1}^{m} q_i = 1 \\
& \quad \sum_{j=1}^{n} q_j = 1 \\
& \quad p_i \geq 0 (i = 1, 2, \ldots, m) \\
& \quad q_j \geq 0 (j = 1, 2, \ldots, n) \\
& \quad u, v \text{ unrestricted in sign}
\end{align*}
\]

By using Theorem 1, we can transform the rough intervals bilinear programming problems Eq. (9) to a crisp bilinear programming problem. Suppose that \( d_{ij}^R = \left[ (d_{ij}^{-(\text{LA})}, d_{ij}^{+(\text{LA})}) : (d_{ij}^{-(\text{LA})}, d_{ij}^{+(\text{LA})}) \right] \) be a rough variable to the rough interval payoff matrix \( D^R \) of player I. By using the confidence level \( \alpha \in (0, 1) \), the equivalent crisp constraints of Eqs. (9) can be written as follows:

1. when \( \alpha \leq \frac{d_{ij}^{-(\text{LA})} - d_{ij}^{+(\text{LA})}}{2(d_{ij}^{+(\text{LA})} - d_{ij}^{+(\text{LA})})} \), defined, \( s_{ij} = (1 - 2\alpha)d_{ij}^{-(\text{LA})} + 2\alpha d_{ij}^{+(\text{LA})} \)

2. when \( \alpha \geq \frac{d_{ij}^{+(\text{LA})} + d_{ij}^{+(\text{LA})} - 2d_{ij}^{-(\text{LA})}}{2(d_{ij}^{+(\text{LA})} - d_{ij}^{+(\text{LA})})} \), defined, \( s_{ij} = 2(1 - \alpha)d_{ij}^{-(\text{LA})} + (2\alpha - 1)d_{ij}^{+(\text{LA})} \)

3. when \( \frac{d_{ij}^{+(\text{LA})} - d_{ij}^{-(\text{LA})}}{2(d_{ij}^{+(\text{LA})} - d_{ij}^{+(\text{LA})})} < \alpha < \frac{d_{ij}^{+(\text{LA})} + d_{ij}^{+(\text{LA})} - 2d_{ij}^{-(\text{LA})}}{2(d_{ij}^{+(\text{LA})} - d_{ij}^{+(\text{LA})})} \), defined,
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\[ S_{ij} = \frac{2\alpha d_{ij}^{+(UAI)} - d_{ij}^{-(UAI)} + (1 - 2\alpha) d_{ij}^{-(UAI)} d_{ij}^{+(UAI)} + 2(\alpha - 1) d_{ij}^{-(UAI)} d_{ij}^{-(UAI)}}{(d_{ij}^{+(UAI)} - d_{ij}^{-(UAI)}) + (d_{ij}^{+(UAI)} - d_{ij}^{-(UAI)})} \]

Similarly, let \( e_{ij}^R = [e_{ij}^{-(UAI)}, e_{ij}^{+(UAI)}]; (e_{ij}^{-(UAI)}, e_{ij}^{+(UAI)}) \) be a rough variable to the rough interval payoff matrix \( E_R \) of player II. By using the confidence level \( \alpha \in (0,1) \), the equivalent crisp constraints of Eqs. (9) can be written as follows:

(1) when \( \alpha \leq \frac{e_{ij}^{-(UAI)} - e_{ij}^{-(UAI)}}{2(e_{ij}^{+(UAI)} - e_{ij}^{-(UAI)})} \), defined, \( t_{ij} = (1 - 2\alpha)e_{ij}^{-(UAI)} + 2\alpha e_{ij}^{+(UAI)} \)

(2) when \( \alpha \geq \frac{e_{ij}^{+(UAI)} + e_{ij}^{+(UAI)} - 2e_{ij}^{-(UAI)}}{2(e_{ij}^{+(UAI)} - e_{ij}^{-(UAI)})} \), defined, \( t_{ij} = 2(1 - \alpha)d_{ij}^{-(UAI)} + (2\alpha - 1)d_{ij}^{+(UAI)} \)

(3) when \( \frac{e_{ij}^{-(UAI)} - e_{ij}^{-(UAI)}}{2(e_{ij}^{+(UAI)} - e_{ij}^{-(UAI)})} < \alpha < \frac{e_{ij}^{+(UAI)} + e_{ij}^{+(UAI)} - 2e_{ij}^{-(UAI)}}{2(e_{ij}^{+(UAI)} - e_{ij}^{-(UAI)})} \), defined, \( t_{ij} = \frac{2\alpha e_{ij}^{+(UAI)} e_{ij}^{+(UAI)} + (1 - 2\alpha) e_{ij}^{-(UAI)} e_{ij}^{+(UAI)} + (1 - 2\alpha) e_{ij}^{+(UAI)} e_{ij}^{-(UAI)} + 2(\alpha - 1)e_{ij}^{-(UAI)} e_{ij}^{-(UAI)}}{(e_{ij}^{+(UAI)} - e_{ij}^{-(UAI)}) + (e_{ij}^{+(UAI)} - e_{ij}^{-(UAI)})} \)

Then for a specific value of confidence level \( \alpha \in (0,1) \), then we can write the equivalent crisp bilinear programming problems of Eqs. (9) as follows:

\[
\begin{align*}
\text{max} \left\{ \sum_{i=1}^{m} \sum_{j=1}^{n} p_i s_{ij} q_j + \sum_{i=1}^{m} \sum_{j=1}^{n} p_t t_{ij} q_j - u - v \right\} \\
\text{s. t.} \begin{cases}
\sum_{j=1}^{n} s_{ij} q_j \leq u (i = 1, 2, ..., m) \\
\sum_{i=1}^{m} t_{ij} p_t \leq v (j = 1, 2, ..., n) \\
p_t = 1 \\
q_j = 1 \\
p_i \geq 0 (i = 1, 2, ..., m) \\
q_j \geq 0 (j = 1, 2, ..., n) \\
u, v \text{ unrestricted in sign}
\end{cases}
\end{align*}
\]

Equation (10)

Our proposed rough intervals bilinear programming problem Eqs. (9) change to a standard bilinear programming problem Eq. (10), relying on the value of confidence level \( \alpha \in (0,1) \). The optimal strategies and the game value of player I and II can be obtained by solving Eqs. (10) using the Lingo software.

7. Numerical Example

In order to show the applicability of the proposed approach, we consider the problem of two tourism companies I and II taking a decision as to how to conquer a tourism target market. In this example, suppose that the tourism companies II and I will select the optimal strategies to maximize their own profit without cooperation.
The company II has three strategies: remaining the status quo of the landscape \((\rho_1)\), enlarging the landscape \((\rho_2)\) and reducing the landscape \((\rho_3)\). The tourism I has three strategies: remaining the status quo \((\chi_1)\), enlarging the landscape \((\chi_2)\) and reducing the landscape \((\chi_3)\). In this problem, the payoffs of outcomes cannot be realistically expressed by exact value representing the profit. So, the rough interval bi-matrix game may be fittingly model the tourism planning management problem. Let us consider a rough interval bi-matrix game \((D^R, E^R)\), where the profits appeared for outcomes are given in rough interval matrix form as follows:

\[
\begin{bmatrix}
(\text{龀}([4.5, 3.3, 5.6], [7.5, 8, 7.9]), (\text{🌤}([2.5, 3, 2.7], [6.7, 5.5, 8]), (\text{_thickness}([4, 3.5, 7], [5.6, 4.7]), \\
(\text{🌤}([3.5, 2.5, 4]), ([4.5, 3.6]), ([5.7, 4.6, 8], [8.5, 9, 5], [8, 10]), ([3.3, 6.2, 4], [2.4, 2.8], [2.3]), \\
([4.5, 5.5], [3.5, 6]), ([6.7, 5.8]), ([3.6, 3.9, 2.4], [5.7, 4.9]), ([2.3, 1.5, 3.8], [10.11, 9, 12]))
\end{bmatrix}
\]

Where the value \(([\text{ детск}([4, 5, 3.3, 5.6], [7.5, 8, 7.9]), ([3.5, 2.5, 4]), ([4.5, 3.6], [5.7, 4.6, 8], [8.5, 9, 5], [8, 10]), ([3.3, 6.2, 4], [2.4, 2.8], [2.3]), \\
([4.5, 5.5], [3.5, 6], [6.7, 5.8]), ([3.6, 3.9, 2.4], [5.7, 4.9]), ([2.3, 1.5, 3.8], [10.11, 9, 12]))\) give the profit of the tourism company I varies within the variable ranges from 4 to 5 in most time and, in some special periods the profit range may vary from 3.3 to 5.6 and the profit of the tourism company II varies within the variable ranges from 7.5 to 8 in most cases and, in some special periods the profit range may vary from 7 to 9 if company I choose the strategy \(\chi_1\) and company II choose the strategy \(\rho_1\). Other values in \((D^R, E^R)\) can be similarly described. We need to calculate the lower lower bound, the upper lower bound, the lower upper bound and the upper upper bound of the rough interval values of players I and II in the rough interval bi-matrix game \((D^R, E^R)\).

7.1. Solution by proposed method.

Using the method that given in Section 4 to obtain the rough interval equilibrium solution of the rough interval bi-matrix game \((D^R, E^R)\). From Eq. (5), the bilinear programming problem can be obtained as follows:

\[
\begin{align*}
\text{max} & \quad 11.5 p_1^{-\text{LA}(\chi_1)}q_1^{-\text{LA}(\chi_1)} + 8.5 p_1^{-\text{LA}(\chi_1)}q_2^{-\text{LA}(\chi_1)} + 9 p_1^{-\text{LA}(\chi_1)}q_3^{-\text{LA}(\chi_1)} + 7 p_2^{-\text{LA}(\chi_1)}q_1^{-\text{LA}(\chi_1)} + 13.5 p_2^{-\text{LA}(\chi_1)}q_2^{-\text{LA}(\chi_1)} \\
& \quad + 5.4 p_2^{-\text{LA}(\chi_1)}q_3^{-\text{LA}(\chi_1)} + 10 p_3^{-\text{LA}(\chi_1)}q_1^{-\text{LA}(\chi_1)} + 10.6 p_3^{-\text{LA}(\chi_1)}q_2^{-\text{LA}(\chi_1)} + 12 p_3^{-\text{LA}(\chi_1)}q_3^{-\text{LA}(\chi_1)} - u^{-\text{LA}(\chi_1)} - v^{-\text{LA}(\chi_1)} \\
\text{s. t.} & \quad 4 q_1^{-\text{LA}(\chi_1)} + 25 q_2^{-\text{LA}(\chi_1)} + 4 q_3^{-\text{LA}(\chi_1)} \leq u^{-\text{LA}(\chi_1)} \\
& \quad 3 q_1^{-\text{LA}(\chi_1)} + 5 q_2^{-\text{LA}(\chi_1)} + 3 q_3^{-\text{LA}(\chi_1)} \leq u^{-\text{LA}(\chi_1)} \\
& \quad 4 q_1^{-\text{LA}(\chi_1)} + 3.6 q_2^{-\text{LA}(\chi_1)} + 2 q_3^{-\text{LA}(\chi_1)} \leq u^{-\text{LA}(\chi_1)} \\
& \quad 7.5 p_1^{-\text{LA}(\chi_1)} + 4 p_2^{-\text{LA}(\chi_1)} + 6 p_3^{-\text{LA}(\chi_1)} \leq v^{-\text{LA}(\chi_1)} \\
& \quad 6 p_1^{-\text{LA}(\chi_1)} + 8.5 p_2^{-\text{LA}(\chi_1)} + 5 p_3^{-\text{LA}(\chi_1)} \leq v^{-\text{LA}(\chi_1)} \\
& \quad 5 p_1^{-\text{LA}(\chi_1)} + 2.4 p_2^{-\text{LA}(\chi_1)} + 10 p_3^{-\text{LA}(\chi_1)} \leq v^{-\text{LA}(\chi_1)} \\
& \quad p_1^{-\text{LA}(\chi_1)} + p_2^{-\text{LA}(\chi_1)} + p_3^{-\text{LA}(\chi_1)} = 1 \\
& \quad q_1^{-\text{LA}(\chi_1)} + q_2^{-\text{LA}(\chi_1)} + q_3^{-\text{LA}(\chi_1)} = 1 \\
& \quad p_1^{-\text{LA}(\chi_1)}, p_2^{-\text{LA}(\chi_1)}, p_3^{-\text{LA}(\chi_1)}, q_1^{-\text{LA}(\chi_1)}, q_2^{-\text{LA}(\chi_1)}, q_3^{-\text{LA}(\chi_1)} \geq 0 \\
& \quad u^{-\text{LA}(\chi_1)}, v^{-\text{LA}(\chi_1)} \text{ unrestricted in sign}
\end{align*}
\]

The optimal solution \(\left(p_{\text{アイ}}^{-\text{LA}(\chi_1)}, q_{\text{アイ}}^{-\text{LA}(\chi_1)}, u^{-\text{LA}(\chi_1)}, v^{-\text{LA}(\chi_1)}\right)\) of Eq. (11) can be obtained by using the Lingo software, where \(p_{\text{アイ}}^{-\text{LA}(\chi_1)} = (0.425, 0.22, 0.354)\), \(q_{\text{アイ}}^{-\text{LA}(\chi_1)} = (0.557, 0.286, 0.157)\), \(u^{-\text{LA}(\chi_1)} = 3.571\) and \(v^{-\text{LA}(\chi_1)} = 6.197\). Thus, the lower lower bound value of the tourism companies I and II are \(u^{-\text{LA}(\chi_1)} = 3.571\) and \(v^{-\text{LA}(\chi_1)} = 6.197\), respectively.

Likewise, according to Eq. (6), the bilinear programming problem can be expressed as follows:
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The optimal solution \(\left( p^*_+(LA)q^*_+(LA), u^+(LA), v^+(LA) \right)\) of Eq. (12) can be obtained by using the Lingo software, where

\[
\begin{align*}
p^*_+(LA) &= (0.542, 0.12, 0.337) \\
q^*_+(LA) &= (0.521, 0.302, 0.177) \\
u^+(LA) &= 4.574 \\
v^+(LA) &= 7.301.
\end{align*}
\]

Thus, the upper lower bound value of the tourism companies I and II are \(u^+(LA) = 4.574\) and \(v^+(LA) = 7.301\), respectively.

Similarly, according to Eq. (7), the bilinear programming problem can be expressed as follows:

\[
\max \left\{ 13 p^+_{1(LAI)}q^+_{1(LAI)} + 10 p^+_{1(LAI)}q^+_{2(LAI)} + 12 p^+_{1(LAI)}q^+_{3(LAI)} + 8.5 p^+_{2(LAI)}q^+_{1(LAI)} + 14 p^+_{2(LAI)}q^+_{2(LAI)} + 16.5 p^+_{2(LAI)}q^+_{3(LAI)} \right\}
\]

\[
\begin{align*}
\text{s.t.}& \quad 5 q^+_{1(LAI)} + 3 q^+_{2(LAI)} + 6 q^+_{3(LAI)} \leq u^+(LAI) \\
& \quad 3.5 q^+_{1(LAI)} + 7 q^+_{2(LAI)} + 3.6 q^+_{3(LAI)} \leq u^+(LAI) \\
& \quad 5.5 q^+_{1(LAI)} + 3.9 q^+_{2(LAI)} + 3 q^+_{3(LAI)} \leq u^+(LAI) \\
& \quad 8 p^+_{1(LAI)} + 5 p^+_{2(LAI)} + 7 p^+_{3(LAI)} \leq v^+(LAI) \\
& \quad 7 p^+_{1(LAI)} + 9.5 p^+_{2(LAI)} + 7 p^+_{3(LAI)} \leq v^+(LAI) \\
& \quad 6 p^+_{1(LAI)} + 11 p^+_{2(LAI)} + 11.3 p^+_{3(LAI)} \leq v^+(LAI) \\
& \quad p^+_{1(LAI)} + p^+_{2(LAI)} + p^+_{3(LAI)} = 1 \\
& \quad q^+_{1(LAI)} + q^+_{2(LAI)} + q^+_{3(LAI)} = 1 \\
& \quad p^+_{1(LAI)}q^+_{1(LAI)}, q^+_{1(LAI)}q^+_{2(LAI)}, q^+_{2(LAI)}q^+_{3(LAI)} \geq 0 \\
& \quad u^+(LAI), v^+(LAI) \text{ unrestricted in sign}
\end{align*}
\]

(12)

The optimal solution \(\left( p^{**(LAI)}, q^{**(LAI)}, u^{**(LAI)}, v^{**(LAI)} \right)\) of Eq. (12) can be obtained by using the Lingo software, where \(p^{**(LAI)} = (0.542, 0.12, 0.337)^T\), \(q^{**(LAI)} = (0.521, 0.302, 0.177)^T\), \(u^{**(LAI)} = 4.574\) and \(v^{**(LAI)} = 7.301\), respectively.

According to Eq. (8), the bilinear programming problem can be expressed as follows:

\[
\max \left\{ 10.3 p^-_{1(LAI)}q^-_{1(LAI)} + 7.5 p^-_{1(LAI)}q^-_{2(LAI)} + 7.5 p^-_{1(LAI)}q^-_{3(LAI)} + 5.5 p^-_{2(LAI)}q^-_{1(LAI)} + 12.6 p^-_{2(LAI)}q^-_{2(LAI)} \right\}
\]

\[
\begin{align*}
\text{s.t.}& \quad 3.3 q^-_{1(LAI)} + 2 q^-_{2(LAI)} + 3.5 q^-_{3(LAI)} \leq u^-_{LAI} \\
& \quad 2.5 q^-_{1(LAI)} + 4.6 q^-_{2(LAI)} + 2 q^-_{3(LAI)} \leq u^-_{LAI} \\
& \quad 3.5 q^-_{1(LAI)} + 3.2 q^-_{2(LAI)} + 1.5 q^-_{3(LAI)} \leq u^-_{LAI} \\
& \quad 7 p^-_{1(LAI)} + 3 p^-_{2(LAI)} + 5 p^-_{3(LAI)} \leq v^-_{LAI} \\
& \quad 5.5 p^-_{1(LAI)} + 8 p^-_{2(LAI)} + 4 p^-_{3(LAI)} \leq v^-_{LAI} \\
& \quad 4 p^-_{1(LAI)} + 2 p^-_{2(LAI)} + 9 p^-_{3(LAI)} \leq v^-_{LAI} \\
& \quad p^-_{1(LAI)} + p^-_{2(LAI)} + p^-_{3(LAI)} = 1 \\
& \quad q^-_{1(LAI)} + q^-_{2(LAI)} + q^-_{3(LAI)} = 1 \\
& \quad p^-_{1(LAI)}q^-_{1(LAI)}, p^-_{2(LAI)}q^-_{1(LAI)}, q^-_{1(LAI)}q^-_{2(LAI)}, q^-_{2(LAI)}q^-_{3(LAI)} \geq 0 \\
& \quad u^-_{LAI}, v^-_{LAI} \text{ unrestricted in sign}
\end{align*}
\]

(13)

The optimal solution \(\left( p^{--(LAI)}, q^{--(LAI)}, u^{--(LAI)}, v^{--(LAI)} \right)\) of Eq. (13) can be obtained by using the Lingo software, where \(p^{--(LAI)} = (0.427, 0.202, 0.371)^T\), \(q^{--(LAI)} = (0.54, 0.253, 0.206)^T\), \(u^{--(LAI)} = 3.012\) and \(v^{--(LAI)} = 5.449\), respectively. Thus, the lower upper bound value of the tourism companies I and II are \(u^{--(LAI)} = 3.012\) and \(v^{--(LAI)} = 5.449\), respectively.

Likewise, according to Eq. (8), the bilinear programming problem can be expressed as follows:
The optimal solution \((p^{*+),(UAI)}, q^{*+,(UAI)}, u^{+(UAI)}, v^{+(UAI)})\) of Eq. (14) can be obtained by using the Lingo software, where \(p^{*+,(UAI)} = (0.594, 0.063, 0.344)\) \(\odot\) \(\odot\), \(q^{*+,(UAI)} = (0.601, 0.296, 0.103)\) \(\odot\) \(\odot\), \(u^{+(UAI)} = 5.182\) and \(v^{+(UAI)} = 8.469\). Thus, the upper bound value of the tourism companies I and II are \(u^{+(UAI)} = 5.182\) and \(v^{+(UAI)} = 8.469\), respectively. Then, the rough interval values of tourism companies I and II in the rough interval bimatrix game \((D^R, E^R)\) are
\[
\left[\left(u^{-(UAI)}\right), \left(u^{+(UAI)}\right)\right] = \left[(3.571, 4.574); (3.012, 5.182)\right]
\]
and
\[
\left[\left(v^{-(UAI)}\right), \left(v^{+(UAI)}\right)\right] = \left[(6.197, 7.301); (5.449, 8.469)\right],
\]
respectively.

7.2. Solution by expected value operator.

Using the expected value of rough interval that given in Remark 1 when \(\mu = 0.5\) to example 7 we obtain the following crisp bilinear programming problems as follows:
\[
\max \bigg\{ 12.35 p_1 q_1 + 9.425 p_1 q_2 + 10.625 p_1 q_3 + 7.75 p_2 q_1 + 15.15 p_2 q_2 \bigg\}
\]
\[
\text{s. t.}
\left\{ \begin{array}{l}
4.75 q_1 + 2.8 q_2 + 5.125 q_3 \leq u \\
3.25 q_1 + 6.15 q_2 + 3.25 q_3 \leq u \\
4.75 q_1 + 3.675 q_2 + 2.575 q_3 \leq u \\
7.875 p_1 + 4.5 p_2 + 6.5 p_3 \leq v \\
6.625 p_1 + 9 p_2 + 6.25 p_3 \leq v \\
5.5 p_1 + 2.55 p_2 + 10.5 p_3 \leq v \\
p_1 + p_2 + p_3 = 1 \\
q_1 + q_2 + q_3 = 1 \\
p_1, p_2, p_3, q_1, q_2, q_3 \geq 0 \\
u, v \text{ unrestricted in sign}
\end{array} \right. \]
(15)

The optimal solution \((p^*, q^*, u, v)\) of Eq. (15) can be obtained by using the Lingo software, where \(p^* = (0.483, 0.154, 0.363)^T\), \(q^* = (0.55, 0.291, 0.159)^T\), \(v = 4.094\)and \(v = 6.858\). Thus, the value of the tourism companies I and II are \(u = 4.094\) and \(v = 6.858\), respectively.

7.3. Solution by trust measure operator.

Using the method that given in Section 6 to obtain the equilibrium solution of the rough interval bi-matrix
game. From Eqs. (10), then the equivalent crisp bilinear programming problems with a particular choice of confidence level $\alpha = 0.8$ given as follow:

$$\max \left\{ 13.1 p_1q_1 + 10.02 p_1q_2 + 11.8 p_2 q_3 + 8.43 p_2 q_1 + 16.27 p_2 q_2 \right\}$$

$$\max \left\{ +6.27 p_2 q_3 + 12.26 p_2 q_1 + 10.84 p_2 q_2 + 13.91 q_3 - u - v \right\}$$

s.t.

$$\begin{align*}
4.9 q_1 + 3.02 q_2 + 5.85 q_3 & \leq u \\
3.48 q_1 + 6.87 q_2 + 3.53 q_3 & \leq u \\
5.31 q_1 + 3.84 q_2 + 2.96 q_3 & \leq u \\
8.2 p_1 + 4.95 p_2 + 6.95 p_3 & \leq v \\
7 p_1 + 9.4 p_2 + 7 p_3 & \leq v \\
5.95 p_1 + 2.74 p_2 + 10.95 p_3 & \leq v \\
p_1 + p_2 + p_3 & = 1 \\
q_1 + q_2 + q_3 & = 1 \\
p_1, p_2, p_3, q_1, q_2, q_3 & \geq 0 \\
u, v & \text{ unrestricted in sign}
\end{align*}$$

The optimal solution $(p^*, q^*, u, v)$ of Eq. (16) can be obtained by using the Lingo software, where $p^* = (0.508, 0.133, 0.359)^T$, $q^* = (0.542, 0.297, 0.161)^T$, $u = 4.495$ and $v = 7.319$. Thus, the value of the tourism companies I and II are $u = 4.495$ and $v = 7.319$, respectively.

7.4 Discussion

Many studies have been done to study the uncertainty in game theory, such as, [33], the authors discussed the equilibrium of fuzzy interval matrix game. [15] have proposed a bi-rough programming technique for solving the bi-matrix games under bi-rough environment. Reference [16] discussed a fuzzy based genetic algorithm for solving the bi-matrix entropy goal game. [17] established a fuzzy based genetic algorithm to solve the multiobjective bi-matrix entropy game. [31] discussed the solution of matrix games with payoff of the rough interval numbers using trust measure of rough number and obtained exact values of the game value for both players which are not desirable. [30] analyzed the bi-matrix game in rough interval environment and used the rough expected value operator to find the expected equilibrium strategies.

In this article, we solve a bi-matrix game using three different methods, namely solution using bilinear programming technique, which is our proposed technique, another is the expected value of rough interval and the last one is the trust measure of the rough number. In all the three methods we obtained the game value and the equilibrium strategies of the problem under study. However, in our proposed technique, it is ensured that any bi-matrix game with rough interval payoffs has rough interval number type game value. For different value of confidence level $\alpha$, we have obtained the players optimal strategies of the rough interval bi-matrix game $(\mathbf{D}^R, \mathbf{E}^R)$ as shown in Table 1.

From Table 2 it is obvious that the game value for player I that achieved using the expected value operator when $\mu = 0.5$ and the trust measure with different confidence level $\alpha$ each of these solutions belong to the game value solution space that obtained using our proposed method that given in section 7.1. This will make the decision makers feel relax to make the decision in a range. Another advantage of the proposed technique that it is easily understandable by anyone who has the basic idea about rough intervals and intervals number properties, but in trust measure technique one should know the optimistic value, the approximation space and the pessimistic value etc.
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Table 1. The optimal strategies of players I and II of the rough interval bi-matrix game.

<table>
<thead>
<tr>
<th></th>
<th>Player I</th>
<th>Player II</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p^{(1)} )</td>
<td>( p^{(2)} )</td>
<td>( q^{(1)} )</td>
</tr>
<tr>
<td>(0.425, 0.22, 0.354)</td>
<td>(0.542, 0.427)</td>
<td>(0.594, 0.202)</td>
</tr>
<tr>
<td>(0.12, 0.207)</td>
<td>(0.63, 0.371)</td>
<td>(0.286, 0.157)</td>
</tr>
<tr>
<td>(0.237)</td>
<td>(0.394)</td>
<td>(0.157)</td>
</tr>
</tbody>
</table>

Optimal solutions by proposed method

<table>
<thead>
<tr>
<th></th>
<th>Player I</th>
<th>Player II</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p^{(T)} )</td>
<td>( q^{(T)} )</td>
<td></td>
</tr>
<tr>
<td>(0.483, 0.154, 0.363)</td>
<td>(0.550, 0.291, 0.159)</td>
<td></td>
</tr>
</tbody>
</table>

Optimal solutions by expected value operator method

<table>
<thead>
<tr>
<th></th>
<th>Player I</th>
<th>Player II</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p^{(E)} )</td>
<td>( q^{(E)} )</td>
<td></td>
</tr>
</tbody>
</table>

Optimal solutions by trust measure

Table 2. The game values of the rough interval bi-matrix game.

<table>
<thead>
<tr>
<th></th>
<th>Player I</th>
<th>Player II</th>
</tr>
</thead>
<tbody>
<tr>
<td>( u^{(T)} )</td>
<td>( v^{(T)} )</td>
<td></td>
</tr>
<tr>
<td>(3.571, 4.574); (3.012, 5.182)</td>
<td>(6.197, 7.301); (5.449, 8.469)</td>
<td></td>
</tr>
</tbody>
</table>

Optimal solutions by proposed method

<table>
<thead>
<tr>
<th></th>
<th>Player I</th>
<th>Player II</th>
</tr>
</thead>
<tbody>
<tr>
<td>( u )</td>
<td>( v )</td>
<td></td>
</tr>
<tr>
<td>4.094</td>
<td>6.858</td>
<td></td>
</tr>
</tbody>
</table>

Optimal solutions by expected value operator method

<table>
<thead>
<tr>
<th></th>
<th>Player I</th>
<th>Player II</th>
</tr>
</thead>
<tbody>
<tr>
<td>( u )</td>
<td>( v )</td>
<td></td>
</tr>
</tbody>
</table>

Optimal solutions by trust measure

<table>
<thead>
<tr>
<th></th>
<th>Player I</th>
<th>Player II</th>
</tr>
</thead>
<tbody>
<tr>
<td>Confidence level ( \alpha )</td>
<td>( u )</td>
<td>( v )</td>
</tr>
<tr>
<td>0.1</td>
<td>3.425</td>
<td>6.05</td>
</tr>
<tr>
<td>0.2</td>
<td>3.681</td>
<td>6.322</td>
</tr>
<tr>
<td>0.4</td>
<td>3.953</td>
<td>6.648</td>
</tr>
<tr>
<td>0.6</td>
<td>4.222</td>
<td>6.969</td>
</tr>
<tr>
<td>0.8</td>
<td>4.495</td>
<td>7.319</td>
</tr>
<tr>
<td>0.99</td>
<td>5.139</td>
<td>8.409</td>
</tr>
</tbody>
</table>

8. Conclusion

This paper uses rough sets to measure the uncertainties in bi-matrix games. We developed a novel and simple bilinear programming technique for solving bi-matrix game with rough interval payoffs, the proposed technique can ensure that any rough bi-matrix game has the rough interval-type value. Particularly, this rough interval-type value can be explicitly obtained by solving the deduced four bilinear programming problems upper lower problem, lower lower problem, lower upper problem and upper upper problem. We also obtained the optimal solutions of the proposed model by using the expected value operator and the trust measure with a
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confidence level of rough intervals. On the other hand, the bilinear programming technique proposed in this article can explicitly obtain the corresponding optimal strategies and the rough type game value for the two players in any rough bi-matrix game.

Although the effectiveness of the proposed technique is discussed with a numerical experiment of tourism planning management model as an application, it is predicted that the proposed technique and models can be applied to solving countless antagonistic decision-making problems in the same fields such as economics, search, location-quantity, management, finance and biology.

In the future study, the results of this article can be applied to matrix game with bi-rough parameters. Moreover, the proposed technique can be extended in other rough game such as rough zero-sum matrix game and rough coalition game.
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