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Abstract 
 
In general, subspace clustering algorithms identify enormously large number of subspace clusters which may 
possibly involve redundant clusters. This paper presents Dynamic Epsilon based Maximal Subspace Clustering 
Algorithm (DEMSC) that handles both redundancy and inter-subspace density divergence, a phenomenon in 
density based subspace clustering. The proposed algorithm aims to mine maximal and non-redundant subspace 
clusters. A maximal   subspace cluster is defined by a group of similar data objects that share maximal number 
of attributes. The DEMSC algorithm consists of four steps. In the first step, data points are assigned with 
random unique positive integers called labels. In the second step, dense units are identified based on the density 
notion using proposed dynamically computed epsilon-radius specific to each subspace separately and user 
specified input parameter minimum points, τ.  In the third step, sum of the labels of each data object forming 
the dense unit is calculated to compute its signature and is hashed into the hash table. Finally, if a dense unit of 
a particular subspace collides with that of the other subspace in the hash table, then both the dense units exists 
with high probability in the subspace formed by combining the colliding subspaces. With this approach 
efficient maximal subspace clusters which are non-redundant are identified and outperforms the existing 
algorithms in terms of cluster quality and number of the resulted subspace clusters when experimented on 
different benchmark datasets. 
 
Index Terms: Subspace Clustering, Maximal subspace Clusters, Inter-Subspace Density Divergence, Dynamic 
Epsilon, Density Notion. 
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1. Introduction 

Clustering is a process of automatically finding groups of similar data points for a given data set. Finding the 
clusters in the high dimensional datasets is an important and challenging data mining problem. An object may 
share a subset of attributes, A with one group of objects while the same object shares another subset of 
attributes, A' with another group of objects [1,2]. Hence, a subspace is defined by a subset of attributes and 
provides a basis for clustering the objects into groups called subspace clusters denoted by <Ci, Aj> where Ci is 
the set of objects constituting the ith cluster in the jth subspace defined by the subset of attributes Aj. 

The number of possible subspaces increases exponentially with the dimensionality of dataset, which in turn 
results in enormously large numbers of subspace clusters affecting the interpretability of results negatively 
[3,4]. For n-dimensional data, the possible number of subspaces are 2n-1. 

Subspace clustering [5] is the process of identifying clusters with objects similar in various subsets of 
attributes defining subspaces. A subspace cluster is denoted with two dimensions <C, A> representing the set 
of objects grouped into the cluster and the set of attributes defining the subspace. 

1.1 Need for Subspace Clustering 

The real-world data often consists of descriptions of complex data objects each of which is described in 
terms of a large set of attributes or variables [6]. Availability of data in abundance calls for efficient algorithms 
to analyze the data for pattern extraction. This is a challenging task [7,8,9]. Data mining functionalities such as 
cluster analysis become more complex as the number of dimensions increase [10]. The distance between data 
points may not be properly discriminated in a high dimensional space. This is referred to as curse of 
dimensionality.  

1.2 Subspace Clustering 

Subspace Clustering is an extension to traditional clustering that seeks to find clusters in 
different subspaces of a dataset. Often in high dimensional data, some dimensions may be irrelevant and this 
may mask the true clusters which are hidden in subspaces. 

1.3 Inter-Subspace Density Divergence 

Most of the subspace clustering techniques adopt density based clustering methods. The natural and arbitrary 
shaped clusters are identified using density based clustering algorithms and they do not ask for number of 
clusters as input parameter. These algorithms are also relatively insensitive to outliers. DBSCAN [11] is one of 
the density based clustering algorithms which uses two input parameters, namely τ and epsilon in order to find 
density connectivity among the objects and form dense clusters. As shown in Figure 1 when the data objects 
are uniformly spread among different clusters in a subspace, DBSCAN produces good results with appropriate 
input parameters.  DBSCAN is adopted in SUBCLU which is a successful subspace clustering algorithm. 
SUBCLU [12] algorithm applies DBSCAN to find clusters in (k+1)-dimensional subspace by further 
partitioning the objects of clusters found in k-dimensional subspaces. The clustering when formed using the 
same parameter at higher dimensional subspaces may result in noises. Due to the concept of Inter-Subspace 
Density Divergence, [13,14] the objects in subspaces of higher dimensions are expected to be spread farther 
away which calls for subspace dimensionality specific parameter setting. 

Existing subspace clustering algorithms like DENCOS [14], SCHISM [15] etc. that handle density 
divergence are grid based approaches wherein the density threshold of the grid cell in different subspaces is 
determined in terms of dimensionality of the subspace. Such approaches impose the same density threshold for 
all subspaces of equal dimensionality. However, the authors propose to apply tailor-made density thresholds for 
the individual subspaces based on the spread of the data in terms of the distance estimated in the projected
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subspaces. Accordingly, the density thresholds in a two-dimensional subspace, formed by attributes A1A2 is 
likely to be different from that of A2A3 or A1A4, though all of them are two-dimensional. 

 

 

Fig. 1 A subspace with uniform spread of data objects 

The spread of the data in the subspaces of different dimensionalities may vary. The Euclidean distance 
between a pair of objects (X, Y) represented in k-dimensional space as X=<x1, x2…xk> and Y= <y1, y2…yk> 

is estimated as ට∑ (x୧ − y୧)
ଶ୩

୧ୀଵ   which is additive in nature with increase in dimensions. This results in 

increased distance between the same pair of objects when considered in higher dimensional subspaces, leading 
to reduced density in higher dimensional subspaces referred to as density divergence. In other words, the 
average density of objects decreases with increase in the dimensionality of the subspaces. For example, 
consider a dataset with A1, A2, A3 as attributes. A1A2 subspace may contain denser clusters compared to 
A1A2A3 subspace. The authors propose to capture the variation in density with appropriate variation in the 
value of epsilon while keeping the minimum points, τ as constant.  

1.4 Estimation of Density Threshold 

The conventional density based subspace clustering algorithms form clusters based on the density threshold 
represented by two user defined parameters, <epsilon, τ >. In order to handle inter-subspace density divergence 
automatically, the proposed algorithm, DEMSC algorithm has to use multiple density thresholds. For simplicity 
without loss of generality, in DEMSC algorithm the value of τ is fixed while changing the value of epsilon to 
represent varied densities. 

The clustering process proceeds by dynamically computing epsilon value for each k-d subspace based on the 
average spread of the data using the following equation (1). In this paper, k-d subspace refers to the set of k-
dimensional subspaces denoted by SK while sk is one among them. τ is one of the user defined input value 
provided to the algorithm with which core point identification is made. A core point is the data object which 
has at least τ number of data objects within  𝑒𝑝𝑠𝑖𝑙𝑜𝑛ୱౡ  - neighborhood of it. 
 

𝑒𝑝𝑠𝑖𝑙𝑜𝑛௦ೖ =
τ∗௠௔௫௜௠௨௠_ௗ௜௦௧௔௡௖௘ೞೖ

⃓ ஽⃓
                   (1) 



40 Mining Maximal Subspace Clusters to deal with Inter-Subspace Density Divergence 

Where, | D | is the total number of data objects in the dataset D.   maximum_distanceୱౡ  is the distance 
between farthest pair of data objects in the projected k-d subspace. In equation (1),  epsilonୱౡ  is proportional to 
the maximum_distanceୱౡ    which increases with the number of dimensions of the subspace. 
maximum_distanceୱౡ  is divided by the size of the dataset to estimate the average density of the data objects in 
a k-dimensional subspace. This is multiplied with τ to obtain an estimate of the threshold, epsilon which is the 
radius of the neighborhood for the given k-d subspace.  

 A new subspace clustering algorithm, Dynamic Epsilon based Maximal Subspace Clustering Algorithm 
(DEMSC) is proposed to deal with redundancy and the phenomenon of inter-subspace density divergence. The 
DEMSC algorithm is capable to identify improved quality dense subspace clusters which are maximal. 

2. RELATED WORK 

Kailing et al. [12] have identified the drawbacks of grid-based subspace clustering methods and proposed 
SUBCLU (density connected SUBspace CLUstering), a basic subspace clustering algorithm which follows 
bottom-up approach and density connectedness as the clustering notion. The concept of density connectedness 
[11] is used to explore the hidden dense subspace clusters. The algorithm begins by forming single-dimensional 
subspace clusters using a density-based clustering method, DBSCAN [11]. Each of them are further partitioned 
into higher-dimensional subspace clusters, thus following a hierarchical method in partitioning the subspace 
clusters. To avoid exploration of the entire exponential search space, the property of anti-monotonicity in 
density connectivity is used to efficiently prune the candidate subspaces. Since density notion is applied in the 
algorithmic process, arbitrarily shaped and positioned dense subspace clusters are identified. The greedy 
approach mines all the dense regions hidden in subspaces of high dimensional data. 

Maria et al. [16] have considered streaming data for subspace clustering which is a quite challenging task as 
data gets evolved time to time. The authors have used a sliding window protocol model to form the clusters 
incrementally. The clusters continuously and gradually get updated with the changing time series data. Based 
on pair-wise stream similarities in a particular subspace projection, the proposed algorithm mines the maximal 
subspace clusters. The pruning criteria (i.e. cluster pruning, dimension pruning and stream pruning) that is 
proposed have reduced the search space to a significant extent. The incremental clustering that aims to identify 
maximal subspace clusters is proved to be efficient for both static data and time series data. 

Support and Chernoff-Hoeffding bound-based Interesting Subspace Miner, SCHISM [15] mines interesting 
and maximal subspace clusters considering density divergence of subspaces. The algorithm considers a 
subspace to be interesting if it contains data points higher than the expected number i.e. user defined threshold. 
As CLIQUE [17], SCHISM is also a grid based subspace clustering algorithm that models Chernoff-Hoeffding 
bound-based threshold function which would be either constant or monotonically decreasing or monotonically 
increasing based on the dimensionality of the subspace. There are three main steps in the algorithm. In step 1, 
the dataset is discretized and represented in the vertical format to enable faster computation. In step 2, the 
algorithm follows depth first approach with backtracking in finding maximal interesting subspaces. An 
interestingness measure is used to prune the search space. In final step of the algorithm, each data point is 
either assigned to the most similar maximal interesting subspace or labelled as an outlier. As SCHISM is a 
static grid based algorithm, the limitations of such methods are still existent in the algorithm.  

CLICKS [18] is an effective subspace clustering algorithm that mines subspace clusters in categorical 
datasets which was proposed by Mohammed et al. The categorical dataset is modelled as k-partite graph [19] in 
which vertex set is attribute values and is partitioned into k disjoint sets where the edges in different partitions 
are connected based on their relationship. Thus, the dataset is represented in a more compact way which would 
be effective when larger datasets are dealt. The attributes are also ranked using the concept of connectivity. The 
maximal k-partite cliques [19] in the graph are identified since they are analogous to the subspace clusters. 
Finally, the support of the candidate cliques is verified in the original dataset to ensure that the maximal cliques 
are dense and the overlapping cliques could be merged to form larger cliques.  

Assent et al. [20] have proposed an algorithm called INdexing Subspace Clusters with in-process-removal of
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redundancY (INSCY) that handles redundancy issue and eliminates it in an efficient way in top-down fashion. 
Instead of generating the subspace clusters and then removing the redundant ones, this approach finds only 
those subspace clusters which are non-redundant. For this to be accomplished, it uses a special index called 
SCY-tree which stores regions that are likely to hold subspace clusters. INSCY algorithm follows depth first 
approach, the maximal high dimensional clusters are included first in the result set before comparing them with 
the lower dimensional subspace clusters in the same region which can be pruned later if redundant. However, 
globally there might be some redundant clusters in the result set. 

Yi-Hong et al. [21] have proposed a new algorithm called Non-Redundant Subspace Cluster mining 
(NORSC) for mining concise and non-redundant subspace clusters without loss of information and achieves 
maximum coverage of data points. NORSC handles two problems: information overlapping and data coverage. 
Since NORSC is a grid based subspace clustering algorithm, the feature space is divided into grid cells with 
fixed interval [22]. The NORSC algorithm is divided in two steps. In the first step, the maximal dense units are 
extracted. A dense unit is defined as a grid cell that consists of at least threshold number of data points. A 
maximal dense unit is the dense unit that is not dense while being extended into higher dimensional feature 
spaces. In the second step, the non-extensible data units for the given data point can be identified by 
intersecting the d-dimensional unit in the subspace where the data point lies and the maximal dense units. Later, 
the non-redundant clusters are incrementally discovered on different cardinalities of subspace.   

With the increase in dimensionality of the databases, the problem of subspace clustering becomes more 
complex [23]. Amardeep and Amitav [24] have developed an algorithm called subscale that needs only k 
database scans for k-dimensional data. The algorithm determines maximal subspace clusters using a novel idea 
of computing signatures for each single-dimensional subspace clusters that are hashed to hash table. Initially, 
each data point in the database is assigned with a random integer. The dense units are identified in each single-
dimensional projection of the database based on epsilon-radius ϵ and a user defined density threshold. The 
signature of each dense unit is computed by the summation of the random integers assigned to the data points 
contained in the dense unit. The collisions of signatures of the dense units are helpful in ultimately identifying 
the maximal subspace clusters without the generation of the candidates. The algorithm is proved for its 
parallelism, performance and scalability.  

To handle the issues of exponential search space and the density divergence that are inherent in high 
dimensional datasets, Hans-Peter et al. [25] have proposed a framework called FIlter Refinement Subspace 
clustering (FIRES). The algorithm does not follow level wise exploration of the search space and no more 
candidates are used in determining higher dimensional subspace clusters. To speed up the process, the cluster 
approximations with maximum dimensionality are determined. FIRES algorithm mainly consists of three steps: 
(i) Using any clustering notion, single-dimensional clusters which are referred to as base clusters are generated. 
(ii) The maximal subspace clusters are approximated by merging the most similar candidate base clusters. (iii) 
The cluster approximations are refined by removing noise leading to true subspace clusters. FIRES algorithm is 
proved to be efficient when compared to traditional algorithms, CLIQUE [17] and SUBCLU [12]. 

Jian et al. [26] have proposed a model called Maximal Subspace Clustering (MSC) to mine subspace clusters 
hidden in maximal subspaces based on density and references [27]. The references are grouped to indicate that 
each one provides the basic information of a cluster. The shape and trends of data are captured by finding all 
references and later the data points are mapped to the references. The database is scanned only once to generate 
the enumeration tree and from which the maximal subspace clusters are mined. The property of monotonicity is 
used to prune the enumeration tree of subspaces. The simple set intersection operation of subspaces is used to 
generate subspace clusters. The MSC algorithm is scalable to high-dimensional datasets. 

3. PROPOSED WORK 

The main objective of Dynamic Epsilon based Maximal Subspace Clustering Algorithm (DEMSC) algorithm 
is to find maximal subspace clusters by finding the dense units in the subspaces. A cluster is said to be a 
maximal if there is no other cluster Cj = (P, S ′) such that S ′⊃S. A subspace which is maximal for a certain
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group of points might not be maximal for another group of points. 
A core point along with its neighbours forms a Core Set (CS). If |CS| is the number of data points in a Core-

Set, then (|CS|Cτ+1) number of dense units are formed from each Core Set. As an initial step, Core Sets are 
identified in each single dimensional subspace using dynamically computed epsilon given in Equation (1) for 
each subspace and minimum points, τ. A hash table (hTable) is created. For each Core Set, dense units are 
identified. For each dense unit, its signature (Hi) is computed by calculating the sum of the labels of each object 
and are hashed into hTable. If the signature of the dense unit of a subspace collides with that of the dense unit 
of other subspace, this implies that the same dense unit exists in both subspaces. The colliding subspaces 
against each signature form an entry in the hash table and union of colliding subspaces are formed and density-
reachable dense units form maximal clusters. Repeat the process in all single dimensional subspaces. The block 
diagram of the DEMSC algorithm is given figure 2. 
 

 

Fig. 2 Block Diagram of DEMSC Algorithm 

3.1 Algorithm: Dynamic Epsilon based Maximal Subspace Clustering Algorithm (DEMSC) 
 
STEP-1: Consider a set P consisting of positive and unique integers.  P= {p1, p2…pn}, assign to each data 
object. 

STEP-2: CS be a Core-Set such that each object is within computed 𝑒𝑝𝑠𝑖𝑙𝑜𝑛௦ೖ  distance in subspace Sk 
containing at least   minimum points (τ). 

𝑒𝑝𝑠𝑖𝑙𝑜𝑛௦ೖ =
𝑚𝑖𝑛𝑝𝑡𝑠 ∗ 𝑚𝑎𝑥𝑖𝑚𝑢𝑚_𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒௦ೖ

⃓ 𝐷⃓
   

All possible dense units are identified using the formula |𝑐𝑠|஼ഓశభ
. Appropriate value of epsilon is dynamically 

computed using equation (1) depending on the spread of the data in a given subspace. 
STEP-3: Create a hash table. For each dense unit, compute its signature (Hi) by calculating the sum of the 
labels of each data object in the dense unit. 
If the signature of the dense unit of a subspace collides with that of the dense unit of other subspace, this 
implies that the same dense unit exists in both subspaces. Store the colliding dimensions against each signature 
form an entry in the hash table. 
Repeat the process for all single dimensional subspaces.
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STEP-4: Obtained dense units are processed to create density-reachable maximal clusters. The performance of 
Dynamic Epsilon based Maximal Subspace Clustering Algorithm (DEMSC) mainly depends on generated 
dense units in single dimension.  

4. RESULT ANALYSIS 

To evaluate the performance of DEMSC Algorithm, experimentation is done on different numeric 
benchmark datasets from UCI machine learning repository [28]. The characteristics of the benchmark datasets 
in terms of number of data objects, number of attributes and number of classes are given Table 1. 

Table 1. Characteristics of benchmark datasets 

Dataset #data objects #attributes #classes 

Seed data 210 7 3 

Image Segmentation data 2310 19 7 

Bank Authentication 1372 4 2 

Wine Quality data 4398 12 4 

Glass data 214 10 7 

Breast Tissue data 106 9 6 

 
The proposed algorithm is compared with SUBCLU, a density based subspace clustering algorithm and 

SCHISM, a grid based maximal subspace clustering algorithm in terms of cluster quality metrics, Purity and 
Silhouette Coefficient and number of subspace clusters obtained. 

Purity is an external evaluation criteria of cluster quality. It is defined as percentage of total objects which 
were classified correctly [29]. The range of purity is [0, 1]. The comparison of SUBCLU, SCHISM and 
DEMSC algorithms in terms of purity are depicted as bar chart in Figure 3. The actual values are shown in 
Table 2. The best purity values obtained by the proposed DEMSC algorithm are shown in bold. 
 

 

Fig. 3 Comparison of SUBCLU, SCHISM and DEMSC algorithms in terms of Purity on different datasets 
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Table 2. Comparison of SUBCLU, SCHISM and DEMSC algorithms in terms of Purity 

Purity 

Dataset SUBCLU SCHISM DEMSC (Proposed) 

Seed data 0.729 0.736 0.923 

Image Segmentation data 0.152 0.544 0.922 

Bank Authentication 0.790 0.726 0.927 

Wine Quality data 0.417 0.502 0.892 

Glass data 0.796 0.753 0.897 

Breast Tissue data 0.737 0.669 0.916 

 
The quality of subspace clusters is also analysed in terms of Silhouette Coefficient(SC) which is applicable 

to unsupervised datasets also. Silhouette Coefficient [29] estimates the quality of a cluster in terms of the 
cohesion among the cluster members and separation of the cluster to its closest cluster.  The value of SC ranges 
between -1 to +1 and higher values of SC implies better quality clusters. When SC value of a cluster is equal to 
1, it implies that the cluster members are highly compact in nature and far away separated from the members of 
other clusters. This case is preferred as it is an indication for best clustering. When SC value is -1, it indicates 
that the objects of a cluster is more close / similar to the objects of other clusters rather than its cluster members. 
This is an indication for poor clustering and should be avoided. 

The comparison of SUBCLU, SCHISM and the proposed DEMSC algorithms in terms of Silhouette 
Coefficient when experimented on different benchmark datasets is depicted as bar chart in Figure 4. The actual 
values of Silhouette Coefficient obtained by resulting clustering solution by different algorithms are tabulated 
in Table 3 and the best values are shown in bold. It is proved that DEMSC algorithm has produced improved 
quality clusters when compared to SUBCLU and SCHISM. 
 

 

Fig. 4 Comparison of SUBCLU, SCHISM and DEMSC algorithms in terms of Silhouette Coefficient on different datasets 
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Table 3. Comparison of SUBCLU, SCHISM and DEMSC algorithms in terms of Silhouette Coefficient 

Silhouette Coefficient 

Dataset SUBCLU SCHISM DEMSC (Proposed) 

Seed data 0.611 0.591 0.782 

Image Segmentation data 0.166 0.142 0.846 

Bank Authentication 0.559 0.422 0.849 

Wine Quality data -0.02 0.192 0.812 

Glass data 0.622 0.536 0.927 

Breast Tissue data 0.676 0.652 0.853 

 
The number of subspace clusters resulted by the clustering solution obtained by different algorithms when 

implemented on different benchmark datasets are tabulated in Table 4. 
It is proved that the proposed DEMSC algorithm has produced most concise and compact set of clusters 

indicated by minimum number of obtained subspace clusters which is easy for interpreting the clustering 
results. Minimum number of subspace clusters are resulted with minimal loss of information and at the same 
time retaining the quality of the subspace clusters. 

Table 4. Comparison of SUBCLU, SCHISM and DEMSC algorithms in terms of No. of obtained subspace clusters 

Number of obtained subspace clusters 

Dataset SUBCLU SCHISM DEMSC (Proposed) 

Seed data 6,686 2,934 106 

Image Segmentation data 93,58,769 45,184 11 

Bank Authentication 4,754 1,992 34 

Wine Quality data 915,09,366 4,81,937 549 

Glass data 17,135 16,592 384 

Breast Tissue data 10,049 10,542 273 

5. Conclusion 

Existing subspace clustering algorithms generate enormously large number of subspace clusters after 
exploring a large number of subspaces which results in high complexity. This paper discusses the proposed 
algorithm, namely Dynamic Epsilon based Maximal Subspace Clustering Algorithm (DEMSC) to extract a 
compact set of maximal subspace clusters with minimal redundancy. To efficiently deal with inter-subspace 
density divergence, the DEMSC algorithm dynamically computes the density threshold in terms of epsilon 
specific to each subspace separately. It is proved that the DEMSC algorithm obtained high quality subspace 
clusters when compared to SUBCLU and SCHISM algorithms in terms of high purity and Silhouette 
Coefficient and minimal number of resulted subspace clusters.  

This research work could be extended to apply on datasets of complex data and mission values. Fuzzy 
memberships could also be used while forming clusters in subspaces. 
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