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Abstract—Data mining is the analysis of a large dataset 

to discover patterns and use those patterns to predict the 

likelihood of the future events. Data mining is becoming 

a very important field in educational sectors and it holds 

great potential for the schools and universities. There are 

many data mining classification techniques with different 

levels of accuracy. The objective of this paper is to 

analyze and evaluate the university students' performance 

by applying different data mining classification 

techniques by using WEKA tool. The highest accuracy of 

classifier algorithms depends on the size and nature of the 

data. Five classifiers are used NaiveBayes, Bayesian 

Network, ID3, J48 and Neural Network Different 

performance measures are used to compare the results 

between these classifiers. The results shows that Bayesian 

Network classifier has the highest accuracy among the 

other classifiers. 

 

Index Terms—Data Mining, Error Measurement, 

Accuracy, NaiveBayes, Bayesian Net, ID3, J48, Neural 

Network. 

 

I.INTRODUCTION. 

Nowadays, data mining is playing a vital role in 

educational institutions and one of the most important 

areas of research with the objective of finding meaningful 

information from hisorical data stored in huge dataset. 

Educationl data mining (EDM) is a very imprtant 

research area which helpful to predict usful information 

from educational database to improve educational 

performance, better understanding and to have better 

assessment of the students learning process. EDM can be 

taken as one of the learning sciences and as a field of data 

mining [1][2][3]. EDM can be applied in modeling user 

knowledge, user behavior and user experience [4]. Data 

Mining or knowledge discovery has become the area of 

growing significance because it helps in analyzing data 

from different perspectives and summarizing it into 

useful information [5. Educational data mining uses many 

techniques such as decision trees, neural networks, k-

nearest neighbor, naive bayes, support vector machines 

and many others [6]. One of the open source software 

designed for data analysis and knowledge discovering is 

WEKA (Waikato Environment for Knowledge Analysis) 

[7]. Weka is an open source software system that 

implements a large collection of machine learning 

algorithms and is widely utilized in data mining 

applications. This paper focuses on using data mining 

techniques to predict and analyzie the students' 

performance and to find the highest accuracy between the 

five classifiers.  
 

II.RELATED WORK 

Many research studies have been done in educational 

data mining to predict the students' performance. In [8] 

the Decision Tree (DT) algorithm was used to predict the  

performance of engineering students. Authors gathered 

data around 340 students to predict their performance in 

their first year exam. The accuracy of model generated 

was 60% in their training set. In [9] the authors used 

WEKA data mining software for the prediction of final 

student mark based on parameters in two different 

datasets. Each dataset contains information about 

different students from one college course in the past 

fourth semesters. The IBK shows the best accuracy 

among other classifiers. In [10] the author presented a 

reviews of previous research works done on students’ 

performance prediction, analysis, early alert and 

evaluation by using different methods of data mining. In 

[11] the authors measuring student performance using DT 

classification techniques and used artificial neural 

network to build classifier models. The work processed 

based on the several attributes to predict the performance 

of the students. Analyzing the weakness and strength of 

student which may be helpful to improve the performance 

in future. This finding indicates the effectiveness of using 

data mining techniques in course evaluation data and 

higher education mining. In [12] the authors represents a 

study that will be helped to the students and the teachers 

to improve the result of the students who are at the risk of 

failure. Information’s like Attendance, Seminar and 

assignment marks were collected from the student’s 

previous database, to predict the performance at the end 

of the semester. The authors used Naïve Bayes 

classification algorithm that shows a highest accuracy 

compared to other classification algorithms. The 

researchers in [13] conducted a comparative research to 

test multiple decision tree algorithms on an educational 
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dataset to classify the educational performance of 

students. The study mainly focuses on selecting the best 

decision tree algorithm from among mostly used decision 

tree algorithms, and provide a benchmark to each one of 

them and found out that the Classification and Regression 

Tree method worked better on the tested dataset, which 

was selected based on the produced accuracy and 

precision using 10-fold cross validations. Researchers in 

[14] provided an overview on the data mining techniques 

that have been used to predict students performance and 

also it focused on how the prediction algorithm can be 

used to identify the most important attributes in a 

student's data. Under the classification techniques, Neural 

Network and Decision Tree are the two methods highly 

used by the researchers for predicting students 

performance. Authors in [15] applied Data Mining 

techniques to find and evaluate future results and factors 

which affect them. The analysis was performed by 

discovering the Association rules for the same using FP 

Growth Algorithm which were sorted by Lift Metric. This 

was followed up by Classification through Rule Based 

Induction Method. 

 

III.DATA SET AND DESCRIPTION 

The student's college database was used for the 

prediction students' performance by using different 

classification techniques. Dataset consist of 225 instance 

and each one consists of ten attributes. Table 1  shows the 

attributes with their description and values. The attributes 

were defined as follows: 

MTs: midterms, two midterms are conducted in each 

semester. The midterms are added to calculate the 

student's results. Poor < 20%, Average >20% and < 30%, 

Good > 30%. 

Act: Activity performance, four assignments are given 

in each semester. It is divided into two classes , Yes 

[Submitted], and No [Not submitted]. 

StAtt: Student attendance, 70 percent attendance is 

mandatory to participate in final examination, but 

students with a specific cases with low attendance can 

participate in final examination. Student attendance is 

divided into three classes. Poor < 60%, Average > 60 % 

and < 80 %, Good > 80 %. 

Sem: Seminar performance, seminars are conducted to 

examine students performance depends on student's 

presentation and communication skills. It has three 

classes. Poor [ both presentation and communication 

skills are low], Average [Either presentation is perfect or 

communication skills is perfect], Good[ both presentation 

and communication skills is perfect]. 

LabE: Lab experiments, it has two classes, either 

student completed his experiments [Yes] or not 

completed his experiments [No]. 

OAP: Office Automation Project, one project at the 

end of semester. It divided into two classes. [Yes] if 

student submitted the project, [No] if student not 

submitted the project. 

FE: Final Examination, one final exam at the end of 

semester. It divided into three classes. Poor < 15 %, 

Average > 15% and < 25 %, Good > 25 %. 

WS : Workshop, student participation in workshop 

conducted by university. It divided into two classes. 

Participate in workshop [Yes] and  [No] if the student not 

participate in workshop. 

PSFM: Previous Semester Final Mark, it is the total 

evaluation of student in the previous semester, it divided 

into four classes. HA (high average) > 85 %, A 

(Average) > 70 % and < 84 %, P (Poor) > 60 % and < 

69 %, F (Fail) < 60 %.  

FM: Final Mark, it is the total evaluation of student in 

semester, it divided into four classes. HA (high average) > 

85 %, A (Average) > 70 % and < 84 %, P (Poor) > 60 % 

and < 69 %, F (Fail) < 60 %.  

Table 1. Data description and values 

Attribute Description Values 

MTs Midterms 
Poor, Average, Good 

 

Act Activity Yes, No 

StAtt Student Attendance Poor, Average, Good 

Sem Seminar Poor, Average, Good 

LabE Lab Experiments Yes, No 

AOP 
Office Automation 

Project 

Yes, No 

FE Final Examination Poor, Average, Good 

WS Workshop Yes, No 

PSFM 
Previous Semester 

Final Mark 

HA > 85 %, A > 70 % 

and < 84 %, 

 P > 60 % and < 69 %, F 

< 60 %. 

FM Final Mark 

HA > 85 %, A > 70 % 

and < 84 %,  

P > 60 % and < 69 %, F 

< 60 %. 

 

IV.DATA MINING CLASSIFICATION 

Classification is a data mining task that divides data 

sample into target classes. This techniques based on 

supervised learning approach which having known class 

categories and it is used two methods , binary and 

multilevel. Dataset are partitioned as training and testing 

dataset and the classifier is trained by using training 

dataset. The correctness of classifiers could be tested 

using test dataset. Classification is a data mining task that 

divides data sample into target classes. This techniques 

based on supervised learning approach which having 

known class categories and it is used two methods , 

binary and multilevel. Dataset are partitioned as training 

and testing dataset and the classifier is trained by using 

training dataset. The correctness of classifiers could be 

tested using test dataset. The major algorithms for 

classification are  Naive Bayes, BayesNet, ID3, C4.5(J48) 

and Neural Network (MLP). 
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Fig.1. Data Sample in arff  

WEKA has different  types of classification algorithms. 

This section will perform the implementation of five 

algorithms, Naive Bayes, BayesNet, ID3, J48 and Neural 

Network  under 10 fold cross validation  in WEKA tool. 

A. Naive Bayes Classifier 

Naive Bayes is a simple classifier and used for 

probabilistic learning and it shows a great performance in 

terms of accuracy when attributes are independent.  

B. BayesNet Classifier 

BayesNet  or Bayesian Network is a graph description of 

conditional probabilities. It represents random attributes and 

conditional dependencies using a direct graph and nodes 

represent random variables. Bayesian Network makes 

computation process easier and better speed and accuracy 

for huge database. 

C. ID3 Classifier 

ID3 ( Iterative Dichotomiser 3) algorithm is used for 

building decision tree from dataset. It was invented by 

Ross Quinlan. ID3 uses entropy and information gain to 

construct a decision tree. The algorithm builds the fastest 

tree but introduced a short tree and only needs to test 

enough attributes until all data is classified, and for 

making a decision it tested only one attribute at a time.  

D. C4.5 (J48) Classifier 

This algorithm is developed by Ross Quinlan and it is 

an extension of ID3 algorithm. It Used to generate 

decision tree which is generated by C4.5 algorithm and it 

is often  referred to as a statistical classifier.  

 

 

E. Neural Network  (NN) Classifier 

Neural Network or Multilayer Perceptron (MLP) 

algorithm. It was developed in the early of  20th century. 

In NN, the basic elements are neurons or nodes and  these 

are interconnected within the network they work together 

in parallel in order to produce the output function. The 

NN is an adaptive in nature because it changes its 

structure and adjust its weight in order to minimize the 

error. 

 

V.WEKA TOOL AND PRE-PROCESSING 

WEKA is graphical user interface (GUI), it's an open 

source software developed at Waikato University in New 

Zealand. It contains four applications; explorer, 

experimental, knowledge flow and the command line 

interface(CLI) and also contains tools for data pre-

processing, classification, clustering, regression and 

visualization.  

The pre-processing is an  important step that is used to 

extract and improve the quality of data. WEKA tool 

import dataset from a proper file like attribute relation file 

format which is the preferable one. Figure 2 and Figure 3 

show the output of data pre-processor and model 

visualization in WEKA, respectively. 

 

 

Fig.2. Data Pre-processor Output 

 

Fig.3. Model Visualization
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VI.ERROR MEASUREMENT 

Different measures are used in predictive classification 

techniques accuracy, which refers to the ability of the 

model to correctly predict the class label of new or 

previously unseen data. Other evaluation criteria are used 

such as speed, scalability, robustness and simplicity to 

determine the algorithm accuracy. This section explains 

different error measures used to evaluate classification 

techniques. 

A. Mean Absolute Error (MAE) 

This error measures the average of the absolute value 

of the difference between the predicted and actual  values. 

The MAE is denoted by the following formula: 
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    (1) 

 

where a is an actual value and p is a predicted value. 

B. Root Mean Sequared Error (RMSE) 

This error used to measure the difference between the 

predicted and actual value. It is the standard deviation of 

the prediction errors. It denoted by the following formula: 
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where 𝑝𝑖  is the predicted value and �̂�  is the modeled 

value. 

C. Relative Absolute Error (RAE) 

Is the ratio of dividing the absolute error by the 

magnitude of the exact value. The absolute error is the 

difference between the actual value and individual 

measured value. The RAE denoted by: 
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where 𝑝𝑖 is the predicted value,  𝑎𝑖is the actual value  and  

�̅� is the mean of actual value. 

D. Root Relative Squared Error (RRSE) 

Is a relative to what the error would have seen if the 

average of the actual values had been used. RRSE 

denoted by the following formula: 
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VII.DETERMINING THE CLASSIFICATION ACCURACY 

Accuracy is defined as the proportion of correct 

classification from overall number of cases and it 

depends on confusion matrix. Table 2 shows the 

confusion matrix that illustrates the number of correct 

and incorrect predictions made by the classification 

model compared to the actual value. 

Table 2. Confusion matrix 

Confusion Matrix 
Actual (Target) 

Predicted a Predicted b 

Model 
True a TP FN 

True b FP TN 

 

True positive (TP) is the positive instances predicted as 

positive. False positive (FP) is the negative instances  

predicted as positive. False negative (FN) is the positive 

instances predicted as negative. True negative (TN) is the 

negative instances predicted as negative. From Table 2, 

the TP rate, FP rate, precision, recall, F-measure and 

accuracy can be calculated. 

A. True Positive Rate (TP Rate) 

TP rate or sensitivity measures the proportion of 

positives that are correctly identified. 

 

TP rate ,
TP

Sensitivity
TP FN




 (5)

  

B. False Positive Rate (FP Rate) 

FP rate is the proportion of  negative that are correctly 

identified 

 

 rate, 
FP

FP
TN FP




  (6) 

C. Precision and Recall 

Precision is the proportion of correct classification 

from cases that are predicted as positive, whereas  recall 

is the proportion of correct classification from cases are 

actually positive. Multiple measurements need to be 

taken to determine precision and  recall.  

 

 Precision, P
TP

TP FP



  (7) 

 

 Recall, R
TP

TP FN



  (8) 

D. F-Measure 

Is a variant of accuracy not effected by negative, it's 

denoted by the following formula: 
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where P is the precision and R is the recall. 

E. Accuracy 

It is the closeness of a measurement to the actual value 

of what is being measured. Only one measurement needs 

to be taken to determine accuracy. 

 

 
TP TN

Accuracy
TP FN FP TN




  
          (10) 

 

VIII.EXPERIMENTAL RESULTS AND DISCUSSION 

The experimental results and discussion have done on 

selecting 225 instance.  Five selected classification 

algorithms were used; Naive Bayse, Bayesian Net, ID3, 

J48 and Neural Network and each one has its own 

characteristics to classify the data set. Table 3 shows 

performance results of all classifiers by using WEKA, 

and Figure 4 shows the accuracy performance of 

classification techniques.     

Table 3. Performance result 

Criteria 

Classifiers 

Naive 

Bayes 

Bayes 

Net 
ID3 J48 NN 

Accuracy 

(%) 
91.11 92.0 88.0 91.11 90.2 

Correctly 

Classified 

Instances 

205 207 198 205 203 

Incorrectly 

Classified 

Instances 

20 18 26 20 22 

 

 

Fig.4. Classifiers Accuracy Performance 

In table 3, the Bayesian Network classifier has more 

correctly classified instances than other classifiers, which 

is usually referred to the best accuracy model. The 

graphical representation in Figure 4 shows that the best 

classifier of students' performance based on their dataset 

is the Bayesian  Network classifiers. In the result, 

Bayesian Network has an efficient classification  among 

other classifiers. 

Figure 5 and Figure 6 below show the analysis of all 

 classifiers based on RMSE and RRSE. It shows that 

Bayesian Network has minimum error values among 

other classifiers. 

 

 

Fig. 5. RMSE Metrics 

 

Fig.6. RRSE Metrics 

Table 4. represents the error measures of all classifiers, 

it shows that Bayesian Network has the a minimum error 

based on RMSE and RRSE among other classifiers. 

Table 3 shows the performance accuracy of the five 

classifiers based on different classification metrics. These 

metrics are; (TP), (FP), Precision, Recall and F-measure 

measure are very important to determine the classifiers 

based on the accuracy. These metrics shows that 

Bayesian Network classifier performs better than other 

classifiers. 

 

 

Fig.7. Classifiers Performance Metrics
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In Figure 7 Precision, Recall and F-measures analyzed 

among all classifiers. It shows that the weighted average 

of Bayesian Network outperforms other classifiers. 

Table 4. Error measures in weka 

Criteria 

Data Mining Classifiers 

Naive Bayes 
Bayesian 

Network 
ID3 J48 

Neural Network 

(MLP) 

Mean Absolute Error (MAE) 0.0691 0.0645 0.0562 0.0605 0.0531 

Root Mean Squared Error 

(RMSE) 
0.175 0.1729 0.2324 0.1962 0.1865 

Relative Absolute Error (RAE) 18.8452 17.5924 15.3921 16.4984 14.4796 

Root Relative Squared Error 

(RRSE) 
40.8761 40.3966 54.3977 45.8466 43.5654 

Table 5. Weighted average of class label accuracy  

Classifier True Positive (TP) False Positive (FP) Precision Recall F-measure 

Naive Bayes 0.911 0.032 0.911 0.911 0.911 

Bayesian Network 0.92 0.029 0.92 0.92 0.92 

ID3 0.884 0.038 0.884 0.884 0.884 

J48 0.911 0.028 0.914 0.911 0.912 

Neural Network (MLP)  0.902 0.032 0.904 0.902 0.903 

 

IX.CONCLUSION 

Data mining has a significant importance in 

educational institutions. The obtained  knowledge with 

the use of data mining techniques can be used to make 

successful and effective decisions that will improve and 

progress the student's performance in education. Data set 

contains of  225 instance and ten attributes. Five 

classifiers are used  and the comparisons are made based 

on the accuracy among these classifiers and different 

error measures are used to determine the best classifier. 

Experiments results show that Bayesian Network has the 

best performance among other classifiers. In future work, 

more dataset instance will be collected and will be 

compared and analyzed with other data mining 

techniques such as association and clustering. 
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