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Abstract—The increasing use of e-mail in the world because of its simplicity and low cost, has led many Internet users are interested in developing their work in the context of the Internet. In the meantime, many of the natural or legal persons, to sending e-mails unrelated to mass. Hence, classification and identification of spam emails is very important. In this paper, the combined Particle Swarm Optimization algorithms and Artificial Neural Network for feature selection and Support Vector Machine to classify and separate spam used have and finally, we compared the proposed method with other methods such as data classification Self Organizing Map and K-Means based on criteria Area Under Curve. The results indicate that the Area Under Curve in the proposed method is better than other methods.

Index Terms—Particle swarm optimization, artificial neural network, support vector machine, email, spam, classifying.

I. INTRODUCTION

Today, The letter is one of the most important and widely used for communication between people. The increasing popularity and low cost of this area has provided bases that people are sending e-mail unrelated to mass. This is a so-called spam or UCE called. Spam is a waste of time, occupation sources, and waste bandwidth and thus prolonged their relationship. Investigations have shown that about 70% of a business in today's mail, spam. So far, some anti-spam filters are supplied with two different approaches: The first approach without the use of machine learning, methods such as method of intuitive, black lists, signatures, hashing and traffic analysis provided by.

The second approach is based on machine learning. In this approach, a training set of normal and spam e-mails are needed. Each machine learning methods, trained on data collection learn. In a series of tests to determine the type of e-mail, e-mail that has been pre-determined type with a different instruction set, are used.

The success of machine learning techniques to classify texts researchers to use these methods in spam filtering has directed [1]. The spam filtering weed species based on their textual content, is a special case of classification texts where two classes are considered spam and useful mail [2]. A common problem of separation of spam so that no mistake has not set a weed is very important, and it is an important criterion in the evaluation of efficient spam filters used. Is a reminder of the cost of a normal block by mistake as a weed, it is more than the cost of a pass filters spam. As a result, these differences should both learn and test phase, to be considered [3].

In this paper, the combined Particle Swarm Optimization algorithms and Artificial Neural Network for feature selection and Support Vector Machine to classify and separate spam used have. To assess the effectiveness of the proposed method, the standard data sets in UCI database is used. Besides, in order to review the method of Particle Swarm Optimization, Artificial Neural Network and Support Vector Machine pay and the proposed methods to identify spam, the evaluation results will be discussed.

II. RELATED WORKS

This section examines some of the work and research in the field of diagnosis is considered spam. Including methods for spam filtering approach to learning methods of machine learning, decision tree[4], Naïve Bayesian[3, 5], SVM[2, 6] or a combination of various provisions[7] mentioned.

One of the most common methods of classification of texts and e-mails is Bayesian method. This method is
quick and easy learning and classification incremental learning is possible. Shamsi and colleagues[8] Bayesian classification method used to isolate a weed. Androustopoulos and colleagues[3-5] in the proceedings, a simple Bayesian filter by Shamsi and his colleagues developed and the effect of different attributes and different sizes of the training was to evaluate the performance of the filter. At the same time, the efficiency of simple Bayesian methods were compared based on memory and the results showed that both methods are more effective than keyword-based filtering method.

Drucker and colleagues[6] of a SVM to classify content according to their use. The efficacy of the methods Ripper, Rocchio and BDT were compared. BDT and SVM methods acceptable performance in terms of accuracy and speed in the test showed. The BDT learning time is too long. Woitaszek and colleagues[9] of a SVM simple and a personal dictionary to determine the e-mails are commercially used.

Although the nearest neighbor method is one of the issues in machine learning, in the context of spam filtering, is rarely used. Trudging and Yang[10] of the method used to classify a text and have compared with other methods.

Choose a decrease of texts attribute to markets, many statistical methods have been proposed. Koprinska and his colleagues[11] have developed a method to choose the character of the TFV. This method compared to the IG that the strongest and most common methods of feature selection is considered, along with SVM has shown better performance in separate letters.

III. STATEMENT OF CONCEPTS

In this section we review basic concepts of Particle Swarm Optimization and Artificial Neural Network and Support Vector Machine.

A. Particle Swarm Optimization

The idea Particle Swarm Optimization or PSO, first introduced by Kennedy and Eberhart in 1995[12]. PSO, an evolutionary algorithm inspired by nature and basis of calculation is repeated. The behavior of individuals in a society where success follow a very simple pattern and put themselves and others at it, trying to improve every aspect of your. This type of community members, the main idea of collective intelligence-based optimization algorithms to find the optimal solution in a multi-dimensional search space.

Particle swarm algorithms, search the assistance of a group of particles, each potential solution is an optimization problem is done. This category is used as a community and particles, corresponding with the community to achieve the best questions of their data and other particles. It can thus be seen that the particles in a multi-dimensional search space flying; So that every bit of your data and neighbors are constantly changing your direction and move to the area with more appropriate solutions. In each iteration, each particle by adding a vector shift, which is called the velocity vector, the previous location of the particle to be updated.[13]

\[ x_i(t + 1) = x_i(t) + v_i(t + 1) \]

with

\[ v_i(t) = u(x_{min}, x_{max}) \]

As equation (1) shows, the velocity vector is optimal process control. The vector, a bit experimental data and exchange information with neighboring particles in it. Information and experience gained particle that is called personal factors that are its best position ever achieved particle is proportional to. Information obtained from other particles called social component that is best obtained from the population.

Particle swarm optimization algorithm is a method for finding the optimal solution of global problems using it can answer one or more points in n-dimensional space to be treated. In this way, if desired particles initially placed in the search space and define an initial velocity for each particle, defined communication channels between the particles. The particles move in the search space and the results of this move, based on a criterion of merit is calculated after each interval. Over time, the particles to the locations that have higher eligibility criteria and are in the same communication, accelerated. The main advantage of this method is based on minimization strategies is that the large number of particle swarm, the flexible approach to the problem of local minima is answered. This method is the most appropriate network routing algorithm as ants also been proposed.[14]

In general, a variety of search methods trap particles differ in defining neighborhoods and divided into two categories: global search and local search. The global version neighbor each particle, the particle population and a global social network is formed. In this model, the information society, the best place I have ever found and shown by population. Equation (2) is calculated

\[ v_i(t + 1) = v_i(t) + c_1r_1(t)[y_i(t) - x_i(t)] + c_2r_2(t)[y_i(t) - x_i(t)] \]

Where \( c1 \) and \( c2 \) constant acceleration and a uniformly distributed random values between 0 and 1.

B. Artificial Neural Network

Artificial Neural Network or ANN, are novel computational methods and systems for machine learning, knowledge representation, and finally apply the knowledge gained in response to higher projected output of complicated systems. The main idea of these networks inspired by the way biological nervous system function, to process data and information to the learning and knowledge creation.[15,16] The key element of this idea, the creation of new structures for information processing systems. The system of processing formed extremely large number of interconnected neurons to solve a
problem with the name in unison, and data are transferred. In many complex mathematical problems to solve complex nonlinear equations leads. A Multilayer perceptron network can easily be used as weights and proper functions.[17] In this type of network to apply an input layer, a layer is hidden inputs and an output layer that finally answers the question of return, is used. An example of a network Multilayer perceptron in Fig 1 is shown.

![Fig.1. Multilayer Perceptron structure with hidden neurons and output neurons with linear function.](image)

In this network, the actual output compared with the desired output and the weights by propagation algorithm, is placed under the supervision of the appropriate pattern is formed. For input pattern p, square output error for all cells output layer as follows:

\[ E_p = \frac{1}{2} (d_i^p - y_i^p)^2 = \frac{1}{2} \sum_{j=1}^{s} (d_{ij}^p - y_{ij}^p)^2 \] (3)

In which \(d_{ij}^p\) the desired output for the j-th cell in the output layer, s output vector dimension, \(y_{ij}^p\) the real output vector and \(d_i^p\) the vector output are desired. The total square error E to P model in equation (4):

\[ E = \sum_{p=1}^{n} E_p = \frac{1}{2} \sum_{j=1}^{s} \sum_{i=1}^{p} (d_{ij}^p - y_{ij}^p)^2 \] (4)

Weights to be adjusted the aim of reducing the cost function E, the minimum gradient downward. The equations updating the weights are as follows:

\[ w_{ij} (t+1) = w_{ij} (t) + \eta \Delta w_{ij} (t) + \alpha \Delta w_{ij} (t-1) \] (5)

Where

\[ \Delta w_{ij} (t) = \left( \frac{\partial E_p}{\partial w_{ij} (t)} \right) \]

\(\eta\) the learning factor, \(\alpha\) factor the moment, \(w_{ij} (t+1)\) the new weight and \(w_{ij} (t)\) is the previous weight. In this method, weights are repeatedly updated for all learning patterns.

The process of learning stops when the total error for pattern p less than the specified threshold, or the number of training courses to an end. It should be noted that the teaching methods, teaching methods and the potential propagation term is a moment of convergence in the local minimum to reduce propagation method.

C. Support Vector Machine

Support Vector Machine or SVM is principally a linear machine which the main idea is to create a super plane as levels of decision-making, so that the limit of separation can be extreme between positive and negative samples. This technique by using a method which is based on statistical learning theory achieves to the above optimization features. More precisely, SVM is an implementation of approximation of the “structural risk minimization”. SVM training algorithm structure is based on a core of inner multiplication between a support vector such as \(x_i\) and the vector \(x\) derived from the input space. The smallest subset of training data extracted by the algorithm is called Support Vector. Depending on how the multiplication core of the inner forms, it may be different training machines with non-relevant planes of the decision obtained [18-20].

Consider training sample \(\{(x_i, d_i)\}_{i=1}^{n}\) in which \(x_i\) is an input algorithm for the sample n and \(d_i\) is the corresponding final output which is different with the input. We assume that classes displayed with a subset of \(d_i = +1\) and \(d_i = -1\) are linearly separable. A plane of decision-making equation such as the above plane is as follows:

\[ w^T x + b = 0 \] (6)

Where \(x\) is an input vector, \(w\) is an adjustable weight vector and b is a Bias. The above equation can be written as follows:

\[ w^T x_i + b \geq 0 \quad \text{for} \quad d_i = +1 \]
\[ w^T x_i + b < 0 \quad \text{for} \quad d_i = -1 \] (7)

For a given weight vector \(w\) and a bias b, the distance between the above plane defined in equation (6) and closest data point is called the resolution and it is showed with p. SVM goal is to find these unique plane which the resolution p is at its maximum. In this situation, the decision level is considered as the optimal hyperplane.

Fig 2 shows the geometry structure of the optimal hyperplane for a two-dimensional input space.
Now consider \( w_d \) and \( b_d \) as values to the optimal weight vector and bias. Therefore, optimal hyperplane is defined as follows:

\[
w_d^T x + b_d = 0
\]  

(8)

The main argument of finding parameters \( w_d \) and \( b_d \) for optimal hyperplane with a set of certain training is \( \tau = \{(x_i, d_i)\} \). Then, pair \((x_i, d_i)\) must satisfy the following conditions.

\[
w_d^T x_i + b_d \geq 1 \quad \text{for} \quad d_i = +1
\]

\[
w_d^T x_i + b_d \leq -1 \quad \text{for} \quad d_i = -1
\]

(9)

Data points \((x_i, d_i)\) which in the condition of equality for both formula (9) apply, is called Support Vector and hence they are called Support Vector Machine. These vectors play a prominent role in the performance of this type of training machines. Conceptually, backup vectors are data points that are located near the plane of making decisions, and therefore they are hardly be classified. To obtain optimal hyperplane, with the help of Lagrange multipliers and after performing calculations we will get to the following algorithm: Given the training sample \( \{(x_i, d_i)\}_{i=1}^N \), find Lagrange coefficients \( \{\alpha_i\}_{i=1}^N \), so that it maximizes the following objective function:

\[
Q(\alpha) = \sum_{i=1}^N a_i - \frac{1}{2} \sum_{i=1}^N \sum_{j=1}^N a_i a_j d_i d_j x_i^T x_j
\]

(10)

Due to the limitations:

\[
\sum_{i=1}^N a_i d_i = 0
\]

(11)

\[0 < \alpha_i \leq C \quad \text{for} \quad i = 1, 2, ..., N \]  

(12)

Where C is a positive parameter identified by the user.

IV. THE PROPOSED METHOD

To use the letters to learn, they should be properly displayed. For this reason, the pre-processing steps and reducing attributes, done on a network and then taught. Three pre-processing operation to remove redundant words, remove the label and the roots of the words are the documents. Waste words are common words that are not containing much information, as well as in all the literature in large numbers there and did not have to distinguish text to other texts. Such as conjunctions and prepositions. Tags are similar to HTML tags and XML, that all of them can be removed from a content. In the roots, derivatives instead of a word, almost brought the root word that thus somewhat reduced the number of words of the document. There are several algorithms for this action, of which we can root out endemic porter and lemmatizer. The index is, in fact display a determined way. The most common way to use the vector space model, which is a non-sense. This means that each letter can be a vector that every element of it, the presence or absence of a word in a word or number is its weight.

Several approaches to weight to the words of the document are based on repetition. They include: binary weighting, weighting by repeating words, weighting TF-IDF, weighting TFC, weighting and weighting LTC entropy[1, 22, 23].

The next step is to reduce the dimensions of the vector corresponding to the letter. Because letters in the classification, the number of attributes, in other words, a large number of words, the size will be very large problem and working on it is time-consuming and costly. Therefore, to reduce the size of a vector, various methods can be used for text feature selection. In the feature selection methods, we try to select the best attribute so that the elimination of other attributes, the separation of letters is not changed[24].

In this paper, to reduce the number of properties combining particle swarm optimization algorithms and artificial neural network MLP've used. The proposed method of data normalization, feature selection stage, the number of particles was 20 and their performance binary and True or False indicates they select or deselect the relevant attributes. The greatest number of repetitions to 10 and the number of features of the algorithm was considered equal to 6. The graph in Fig3 has been shown to reduce the cost of feature selection.
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Once the feature was selected, for the Classification of SVM method we have used letters.

SVM is a statistical classification which at first through some kernels maps non-linear data in a high-dimensional space and then tries to find hyperplane that data separate with maximum margin that of this hyperplane. SVM in its general form is used for issues of two classes that for the same purposes, according to research, it is responsive to our needs. From the crucial features of SVM is data classification based on minimizing data error of test sets if in the other classification such as neural networks of performance is based on data collection of educational sets. That's why in SVM, there is not another issue of concern within the local minima.

In the dataset that they will be used, the desired output at 1 and 0 are two categories. When after classification, assessment of the proposed method is performed easier we replace number 1 rather than 1 and number -1 rather than 0. Also, to work with SVM, the data should be divided into two parts to be used some parts of the data for training and some for testing the network. In this paper, 70 percent for education and 30 percent for network testing will be used. It should be noted that all input data that will be used in the education and testing, with the order that was previously said they become normal.

V. EVALUATION METHOD

In this section, the results of the application of SVM-based methods are discussed, and these results with the results of SOM and K-Means methods will be compared. In this paper, the standard data sets in UCI database is used[25]. The collection includes a 4601 letter. The last column denotes whether the e-mail was considered spam (1) or not (0), i.e. unsolicited commercial e-mail. Most of the attributes indicate whether a particular word or character was frequently occurring in the e-mail. The run-length attributes (55-57) measure the length of sequences of consecutive capital letters. Here are the definitions of the attributes:

- 48 continuous real [0,100] attributes of type word_freq_WORD =percentage of words in the e-mail that match WORD, i.e. 100 * (number of times the WORD appears in the e-mail) / total number of words in e-mail. A “word” in this case is any string of alphanumeric characters bounded by non-alphanumeric characters or end-of-string.
- 6 continuous real [0,100] attributes of type char_freq_CHAR[ =percentage of characters in the e-mail that match CHAR, i.e. 100 * (number of CHAR occurrences) / total characters in e-mail
- 1 continuous real [1,...] attribute of type capital_run_length_average =average length of uninterrupted sequences of capital letters
- 1 continuous integer [1,...] attribute of type capital_run_length_longest =length of longest uninterrupted sequence of capital letters
- 1 continuous integer [1,...] attribute of type capital_run_length_total =sum of length of uninterrupted sequences of capital letters
- 1 nominal {0,1} 10 class attribute of type spam =denotes whether the e-mail was considered spam (1) or not (0), i.e. unsolicited commercial e-mail.

In the proposed method for SVM, parameter C was considered equal to 100 and according to the data, linear function was used as the kernel of the network which in equation (13), the linear function was shown.

\[ K(x_i, x_j) = x_i^T x_j \]  \hspace{1cm} (13)

After completion of training, we tested the network. But the knowledge that in the learning stage model is produced must be analyzed in the evaluation stage in order to determine its value, and following it, learning algorithm efficiency of model will also be identified. These criteria can be educational for data collection in the learning stage and the trial records set at the evaluation stage. Also a condition for success in the enjoyment of data science of seeking interpretation of knowledge is evaluated and produced. One of the key criteria used to determine the performance of a classification criterion is AUC (Area Under Curve). AUC represents the level under the curve of ROC (Receiver Operating Characteristic) that the greater the value of this number related to a group, the marginal efficiency of a classifier is desirable to evaluate. UAC is calculated through the equation (14) [26]:

\[ AUC = \frac{1 + TPR - FPR}{2} \]  \hspace{1cm} (14)
Where
\[
TPR = \frac{TP}{TP + FN}
\]

and
\[
FPR = \frac{FP}{FP + TN}
\]

TP and TN are the number of data, respectively that have been correctly predicted positive and negative. FP and FN are the number of data, respectively that have been expected falsely positive and negative.

A ROC curve allows a visual comparison to a set of classifiers; also numerous points in the ROC space are significant. The lower left point (0, 0) indicates the strategy that will be generated in a positive classification. The opposite strategy, produced without condition of positive classification, is determined with top right point (1, 1). Point (0, 1) shows perfect grouping. More generally, a point in the ROC space is better than another if more space is located in the northwest. Also keep in mind that curves ROC show a classifier behavior regardless of the distribution of categories or cost of an error, therefore, performance separate classification from these factors [27]. Only when a classifier in the performance space clearly dominates the other categories, we can say that this is better than the other. For this reason, the area under ROC curve showing the AUC criterion can play a decisive role in introducing categories of supremacy clause. In Fig4 ROC curve AUC value for the proposed approach and methods of SOM and K-Means are shown.

![ROC curve AUC value of the proposed method and other methods](image)

Unlike other criteria for determining the efficiency classifier, AUC criterion is independent of decision making threshold of classifier. Therefore, this measure is an indicative of the reliability of the output of a classification specified for different data sets that this concept is not comparable by any other performance measures derived the category. As it is shown in Fig4, AUC amount is equal to 0.9307 in the proposed method.

VI. CONCLUSION

In this paper, after reviewing the classification and identification of spam, to provide PSO-ANN and ANFIS algorithm-based method for the detection and isolation of spam discussed and proposed method on standard data sets in UCI base our actions on the Original data from 70% to education and 30 percent was used for testing network. After the training network to test and evaluate it looked in the experiments, values of RMSE, NRMSE, and STD for the proposed method, respectively 0.08733, 0.0185 and 0.08742, the results show that the proposed method has good accuracy and performance for detecting spam and classify e-mail.
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