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Abstract—Software testers should prioritize test cases so that important ones are run earlier in the regression testing process to reduce the cost of regression testing. Test case prioritization techniques schedule test cases for execution in an order that improves the performance of regression testing. One of the performance goals i.e. the fault detection rate, measures how quickly faults are detected during the testing process. Improved rate of fault dependency detection can provide faster feedback on software and let developers debug the leading faults at first that cause other faults to appear later. Another performance goal i.e. severity detection rate among faults, measures how quickly more severe faults are detected earlier during testing process. Previous studies addressed the second goal, but did not consider dependency among faults. In this paper an algorithm is proposed to prioritize test cases based on rate of severity detection associated with dependent faults. The aim is to detect more severe leading faults earlier with least amount of execution time and to identify the effectiveness of prioritized test case.

Index Terms—Software testing, Regression testing, Test case prioritization, Fault dependency, Software quality.

I. INTRODUCTION

A software product, once developed, has a long life and evolves through numerous additions and modifications based on its faults, changes of user requirements, changes of environments, and so forth. With the evolution of a software product, assuring its quality, is becoming more difficult because of numerous release versions [1]. Users expect to get a new and better quality software version than before. In some cases, the quality of software becomes worse than before because of the added or modified features which create additional faults into the existing product as well as the newly modified version. For assuring a good quality software, testing is mandatory.

Evaluating a system with the intention of finding faults is known as Software Testing. Once system has been developed, it must be tested before implementation. It is oriented towards Error-detection [2]. Software testing is one of the major and primary techniques for achieving high quality software. It is done to detect the presence of faults, which cause software failure. It can also be referred as the process of verifying and validating software application or program to ensure that software meets the technical as well as business requirements as expected [3] [4].

For testing, a software engineer often use test cases. A test case is a set of conditions or variables and inputs that are developed for a particular goal or objective to be achieved on a certain application to judge its capabilities or features. It might take more than one test case to determine the true functionality of the application being tested. Every requirement or objective to be achieved needs at least one test case. Some software development methodologies like Rational Unified Process (RUP) recommend creating at least two test cases for each requirement or objective; one for performing testing through positive perspective and the other through negative perspective.

Regression testing is a kind of software testing that focuses on selective retesting through various versions of a software system [5]. The following is the formal definition of regression testing used by IEEE.

"Selective retesting of a system or component to verify that modifications have not caused unintended effects and that the system or component still complies with its specified requirement."[6]

Another popular software testing technique is Test Case Prioritization. In this technique, each test cases are assigned a priority. Priority is set according to specific criterion and test cases with highest priority are scheduled first. Another criterion may be the rate at which fault is detected. [7]

The goal of this research is to find a metric to quantify the rate of dependency detection among faults and provide an algorithm that prioritizes the test cases in an order that has improved dependency detection rate compared to non-prioritized test cases. By the definition of the test case prioritization, problem represents a quantification of such goals.

Test case prioritization is a strategy for improving regression testing, an expensive but necessary process to validate software systems. Despite its use by practitioners,
to date, there has been no work regarding how to incorporate the dependent faults as well as independent faults severities into any of the strategies proposed so far. So in [8], researchers worked over both the independent and fully dependent faults. But, we think test case prioritization considering fault dependency is incomplete.

In the paper [8], researchers proposed an algorithm to measure effectiveness of test case prioritization in regression testing and a prioritization technique which can be used to improve the fault detection process for regression testing. In [8], researchers only considered the dependent faults which are fully dependent on other leading faults. But did not consider the fact that, there can be faults that are not fully dependent rather mutually dependent on more than one fault. The detection of the independent and fully dependent faults is covered simultaneously in this software testing approach. But, an efficient example needed to be set along with the independent and dependent faults (both fully & partially) to make an efficient approach. Further, a sizable performance gap can be seen as prioritization is done only with taking the fully dependent faults into consideration, not the partially dependent faults.

Hence, in order to overcome these issues, in current research paper, we will extend this research work to investigate the above mentioned weaknesses and will provide an alternative or improved version of prioritization technique including different methods of fault detection methods. A thorough research in this field, may help to detect faults as early as possible.

In this paper, we will extend the research of prioritizing test cases considering fault dependency mentioned in [8], as we think fault dependency consideration is incomplete there. In this paper, our goal is to include the fault dependency considering both fully & mutually dependent faults for doing complete test case prioritization.

II. RELATED WORKS

In this section we are going to discuss about Software testing. Then we will focus about the importance of software testing and test cases. Finally we will narrow down the topic into test case structures, test case designing and test cases. We will also focus on test case prioritization technique, existing techniques for test case prioritization, its problems and our focus area.

A. Software Testing

Every software product has a target audience. When an organization develops or otherwise invests in a software product, it can assess whether the software product will be acceptable to its end users, its target audience, its purchasers, and other stakeholders [9]. Software testing is the process of attempting to make this assessment. Software does not suffer from corrosion, wear-and-tear; generally it will not change until upgrades, or until obsolescence. So once the software is shipped, the design defects or bugs will be buried in and remain latent until activation. In system testing, there are two type of testing:

1. Functionality testing
2. Non-functionality testing

Functionality testing means the testing whether application is functioning as per requirement or not. There are several types non-functionality testing, e.g. Load, stress, performance, reliability, security, usability, configuration, compatibility (forward & backward) and scalability.

Software testing is more than just error detection; testing software is operating the software under controlled conditions, to

1) verify that it behaves “as specified”;
2) detect errors, and
3) Validate that what has been specified is what the user actually wanted. [10]

B. Importance of Software Testing

Testing can never completely identify all the defects within software. Instead, it furnishes a criticism or comparison that compares the state and behavior of the product against principles or mechanisms by which someone might recognize a problem. These oracles may include specifications, contracts, comparable products, past versions of the same product, inferences about intended or expected purpose, user or customer expectations, relevant standards, applicable laws, or other criteria.

Software that does not satisfy the requirement of the customer after development, needs to be changed depending on the clients need. By changing any parts of that software may lead to such fault(s) to occur, which can affect the surrounding test cases and can easily come out with redundant and unexpected or dependent faults. As a result, developers have to do all those testing again which is time consuming and tiresome. Most significantly, when developers require more time to produce improved software consequently it takes higher cost than that of the previous one which reduce customer’s attraction to avail the software. Here testing is needed which can easily solve the problem by tracing faults and bugs. [11]

The main aim of software testing is to find out the error or bugs to improve the quality of the system [12]. During the development phase of software system, cost of testing a program is associated [13]. Tester has to write test plan and test cases for setting up the proper equipment, executing the test cases systematically. They also have to follow up the problems that are identified as well as try to remove most of the identified problems. It is simply impossible to test every possible input-output combination of the system. As a result testers need to consider the economics of testing and strive to discover test cases that will uncover as many faults using minimal number of test cases [3]. That is why testing is necessary when it couldn't guarantee 100% error free software application. And also:

- Cost of fixing the bug will be more expensive if it is found in later stage than it is found earlier.
• Quality can be ensured only by testing. In the competitive market, only Quality product can exist for long time.
• Testing will be necessary even if it is not possible to do 100% testing for an application.

C. Test Case

IEEE Standard 610 (1990) defines test case as follows: “A set of test inputs, execution conditions, and expected results developed for a particular objective, such as to exercise a particular program path or to verify compliance with a specific requirement.” (IEEE Std 829-1983) defines test case as follows: “Documentation specifying inputs, predicted results, and a set of execution conditions for a test item.”

<table>
<thead>
<tr>
<th>Goal</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Find defects</td>
<td>Test is run to trigger failures that expose defects in all parts of the product.</td>
</tr>
<tr>
<td>Maximize bug count</td>
<td>Finding the most bugs in the time available is more important than coverage to cover up the high risk.</td>
</tr>
<tr>
<td>Block premature product releases</td>
<td>Tester stops premature shipment by finding and fixing bugs.</td>
</tr>
<tr>
<td>Help managers make ship / no-ship decisions</td>
<td>Managers want to know about coverage and how important the known problems are. Problems which are not lead to customer dissatisfaction are probably not relevant to the ship decision.</td>
</tr>
<tr>
<td>Minimize technical support cost</td>
<td>Working in conjunction with a technical support group, the test team identifies the issues that lead to calls for support. These are often peripherally related to the product under test.</td>
</tr>
<tr>
<td>Assess conformance to specification</td>
<td>In the specification, any claim made is checked but the non-addressed program characteristics are not checked.</td>
</tr>
<tr>
<td>Conform regulations to regulations</td>
<td>Test group is focusing on everything that is covered by regulation and (in the context of this objective) discard that is not covered by regulation.</td>
</tr>
<tr>
<td>Minimize safety-related lawsuit risk</td>
<td>Any error that could lead to an accident or injury is needed to be addressed whereas errors that lead to loss of time, data or corrupt data carrying no risk of injury or damage are out of scope.</td>
</tr>
<tr>
<td>Find safe scenarios for use of the product</td>
<td>Tester does not looking for bugs whereas trying out ways to do a task through refining and documenting.</td>
</tr>
<tr>
<td>Assess quality</td>
<td>To assess quality, one probably need a clear definition of the most important quality criteria for this product, and then need a theory that relates test results to the definition.</td>
</tr>
<tr>
<td>Verify correctness of the product</td>
<td>It is done by assessing test-based estimation of the probability of errors.</td>
</tr>
<tr>
<td>Assure quality</td>
<td>Quality assurance involves building a high quality product which requires skilled people who have appropriate balance of direction and creative freedom. It is within scope for the project manager and associated executives.</td>
</tr>
</tbody>
</table>

Table 1. Goals for Test Cases

In [14], researchers mentioned that, when a test case is run, several goals can be achieved. The goals are explained in the above table. 1.

D. Test Case Structure

A formal written test case comprises of three parts. These are as follows:

Information: Information consists of general information about the test case. Information incorporates Identifier, test case creator, test case version, name of the test case, purpose or brief description and test case dependencies.

Activity: Activity consists of the actual test case activities. Activity contains:

- information about the test case environment
- activities to be done at test case initialization
- the activities to be done after test case is performed
- step by step actions to be done while testing
- Input data that is to be supplied for testing.

Results: Results are outcomes of a performed test case. Result data consist of information about expected results and the actual results.

E. Designing Test Cases

Test cases should be designed and written by someone who understands the function or technology. A test case should include the following information:

- Purpose of the test
- Software requirements and Hardware requirements (if any)
- Specific setup or configuration requirements
- Description on how to perform the test(s)
- Expected results or success criteria for the test

Designing test cases can be time consuming in a testing schedule, but they are worth giving time because they can really avoid unnecessary re-testing or debugging or at least lower it. Organizations can design the test cases approaching their own context and according to their own perspectives. Some follow a general step way approach while others may opt for a more detailed and complex approach. It is very important for us to decide between the two extremes and judge on what would work. Designing proper test cases is very vital for our software testing plans. It can save save our time on continuous debugging and re-testing test cases.

Regression Testing
Regression testing is also known as verification testing. Most common methods of regression testing include re-running of previously run tests and then verifying whether the program behavior has undergone any changes as well as identifying if any previously fixed faults have re-emerged or not. The main reason for carrying out regression testing is that, it gets difficult for a programmer or a developer to identify how a modification in one part of the software affects other parts of it. This is addressed by doing a comparison of results of previous tests with the results of the current tests being run.

Every custom software development organization follows different strategies for regression testing. Some strategies and factors to consider during this process include the following:

- Test fixed bugs promptly.
- Keep an eye on what all can be the side effects of bug fixes. It may be possible that a bug itself might be fixed but that fix might cause occurrence of other bugs.
- Write a regression test for every bug fixed.
- In case, any two or more tests are identical, try to figure out which test is less effective and get rid of it.
- Figure out the tests that the program consistently faces and archive them.
- Rather than focusing on design or cosmetic issues, focus on functional issues of an application.

Now, let \( P \) be a program, let \( P' \) be a modified version of \( P \), and let, \( T \) be a test suite developed for \( P \). Regression testing is concerned with validating \( P' \). To facilitate regression testing, engineers typically reuse \( T \), but new test cases may also be required to test new functionality. Both reuse of \( T \) and creation of new test cases are important. However test case reusing is the main concern, as such reuse typically forms a part of regression testing processes. [11][15]

As regression testing is highly expensive. Several techniques have been researched for effective and efficient regression testing [16, 17, 18]. There are four major techniques for regression testing: retest-all [19], regression test selection [20], test suite reduction [21], and test case prioritization [15, 22]. Among them, test case prioritization has been perceived as one of the most effective and efficient techniques for regression testing [15, 23].

F. Test Case Prioritization

Regression testing is the re-execution of some subset of test that has already been conducted. It is an expensive testing process used to detect regression faults [7]. Regression test suites are often simply test that software engineers have previously developed and that have been saved so that they can be used later to perform regression testing [11]. Prioritizing test cases provide the opportunity to maximize some performance goals or effectiveness. One of the performance goals may be rate of severity detection among faults. During software testing, pragmatic experiences show that independent faults can be directly detected and removed, but mutually dependent faults can be removed if and only if the leading faults have been removed. That is, dependent (both fully and mutually) faults may not be immediately removed and the fault removal process lags behind the fault detection process. For example, if any software takes limited number of inputs and after functioning, generates several types of outputs then a single fault in input module may generate a large number of faults in output module if they are not mutually independent. Hence in regression testing if the test cases that reveal the faults of output module execute first and test cases reveals faults of input module executes later then it will be delayed and in many cases will take long time to detect the original cause of output faults. If more faults can be detected earlier in regression testing then debugging can be started earlier and fault removal time will improve. In this paper, we will present a metric which measures fault severity detection and also present an algorithm to improve the existing ordering. A comparison between prioritized and non-prioritized test cases is also shown with the help of new technique.

G. Test Case Prioritization with General Term

“Ref [11, 22]” define the test case prioritization problem and describe several issues relevant to its solution; this section reviews the portions of the material that are necessary to understand this article.

**Definition I:** The Test Case Prioritization Problem
Given: \( T \), a test suite; \( PT \), the set of permutations of \( T \); \( f \), a function from \( PT \) to the real numbers
Problem: Find \( T' \) belongs to \( PT \) such that (for all \( T'' \)) \((T'\neq T)' \) \( f( T' ) \geq f( T'' ) \)

Here, \( PT \) represents the set of all possible prioritized test case orderings of \( T \), and \( f \) is a function that applied to any such ordering, yields an award value for that ordering (For simplicity and without loss of generality, **Definition II** assumes that higher award values are preferable to lower ones).

There are several aspects of the test case prioritization problem that are worth describing further. First, there are
many possible goals of prioritization, including the following:

- Testers may wish to increase the rate of fault detection of a test suite, that is, the likelihood of revealing faults earlier in a run of regression tests using that test suite.
- Testers may wish to increase the coverage of coverable code in the system under test, at a faster rate, allowing a code coverage criterion to be met earlier in the test process.
- Testers may wish to increase their confidence in the reliability of the system under test at a faster rate.
- Testers may wish to increase the rate at which high-risk faults are detected by a test suite, thus locating such faults earlier in the testing process.
- Testers may wish to increase the likelihood of revealing faults, related to specific code changes, earlier in the regression testing process.

In the definition of the test case prioritization problem, \( f \) represents a quantification of such a goal. Given any prioritization goal, various test case prioritization techniques may be used to meet that goal. For example, to increase the rate of fault detection of test suites, we might prioritize test cases in terms of the extent to which they execute modules that have tended to fail in the past. Alternatively, we might prioritize test cases in terms of greatest-to-least coverage-per-cost of code components, or in terms of greatest-to-least coverage-per-cost of features listed in a requirements specification. In any case, the intent behind the choice of a prioritization technique is to increase the likelihood that the prioritized test suite can better meet the goal than would an ad hoc or random order of test cases.

In [22], researchers distinguished two types of test case prioritization: general and version specific. In general test case prioritization, given program \( P \) and test suite \( T \), test cases in \( T \) are prioritized with the goal of finding a test case order that will be useful over a sequence of subsequent modified versions of \( P \). Thus, general test case prioritization can be performed following the release of some version of the program during off-peak hours and the cost of performing the prioritization is amortized over the subsequent releases. The expectation is that the resulting prioritized suite will be more successful than the original suite at meeting the goal of the prioritization, on an average over those subsequent releases.

In contrast, in version-specific test case prioritization, give program \( P \) and test suite \( T \), test cases in \( T \) are prioritized with the intent of finding an ordering that will be useful on a specific version \( P' \) of \( P \). Version-specific prioritization is performed after a set of changes have been made to \( P \) and prior to regression testing \( P' \). Because this prioritization is performed after \( P' \) is available; care must be taken to prevent the cost of prioritizing from excessively delaying the very regression testing activities it is supposed to facilitate. The prioritized test suite may be more effective at meeting the goal of the prioritization for \( P' \) in particular, than a test suite resulting from general test case prioritization; however may be less effective on average over a succession of subsequent releases.

H. Test Case Prioritization Existing Techniques

Test case prioritization techniques schedule test cases for execution in an order that attempts to maximize some objective function. A variety of objective functions are applicable; one such function involves rate of fault detection - a measure of how quickly faults are detected within the testing process. Test case prioritization techniques [5,15] provide another method for assisting with regression testing. These techniques let testers order their test cases so that, those test cases with the highest priority, are executed earlier in the regression testing process. For example, testers might wish to schedule test cases in an order that achieves code coverage at the fastest rate possible, exercises features in order of expected frequency of use or exercises subsystems in an order that reflects their historically demonstrated propensity to fail.

When the time required to re-execute an entire test suite is short, test case prioritization may not be cost-effective; but it may be sufficiently simple to schedule test cases in any order.

When the time required to execute an entire test suite is sufficiently long, test case prioritization may be beneficial, as in this case, meeting testing goals earlier can yield meaningful benefits. Test case prioritization techniques do not themselves discard test cases. They can avoid the drawbacks that can occur during regression test selection. Alternatively, in cases where the discarding of test cases is acceptable, test case prioritization can be used in conjunction with regression test selection or test suite minimization techniques to prioritize the test cases in the selected or minimized test suite. Further, test case prioritization can increase the likelihood that, if regression testing activities are unexpectedly terminated, testing time can be utilized more beneficially than if test cases were not prioritized.

The prioritization process is further divided in number of sub techniques to assign the priorities. Some of the test case prioritization techniques are presented in table 2.

I. Focus Area

Our focus is in the regression testing part where we want to prioritize test cases based on all types of fault dependency. Therefore, we consider the areas where associate faults of each test case are dependent both mutually and fully on other faults. In our proposed theme, we took the relationship of partially dependent faults into consideration.

Let us discuss this fact with an example. Consider an example of five test cases with ten faults. The test cases are \( T1, T2, T3, T4, \) and \( T5 \) which exhibits some faults named \( F1, F2, F3, F4, F5, F6, F7, F8, F9, \) and \( F10 \). Now, we take fault \( F10 \) is dependent (totally) on fault \( F3; \) Fault \( F2 \) is dependent (partially) on both \( F2 \) & \( F3 \) and so on. We consider that associated faults of \( T1 \) and \( T3 \) are \( F1, \)
F4, F10 and F2, F5, F8, F9 respectively. Here, in this case if we can detect and solve the leading faults F3 and F4 then the partially dependent fault F2 and fully dependent F10 will automatically be solved.

<table>
<thead>
<tr>
<th>Code</th>
<th>Mnemonic</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>unordered</td>
<td>no prioritization (control)</td>
</tr>
<tr>
<td>M2</td>
<td>ordered</td>
<td>randomized ordering</td>
</tr>
<tr>
<td>M3</td>
<td>optimal</td>
<td>ordered to optimize rate of fault detection</td>
</tr>
<tr>
<td>M4</td>
<td>branch-total</td>
<td>prioritize in order of coverage of branches</td>
</tr>
<tr>
<td>M5</td>
<td>branch-addtl</td>
<td>prioritize in order of coverage of branches not yet covered</td>
</tr>
<tr>
<td>M6</td>
<td>FEP-total</td>
<td>prioritize in order of total probability of exposing faults</td>
</tr>
<tr>
<td>M7</td>
<td>FEP-addtl</td>
<td>prioritize in order of total probability of exposing faults, adjusted to consider effects of previous tests</td>
</tr>
<tr>
<td>M8</td>
<td>stmt-total</td>
<td>prioritize in order of coverage of statements</td>
</tr>
<tr>
<td>M9</td>
<td>stmt-addtl</td>
<td>prioritize in order of coverage of statements not yet covered</td>
</tr>
</tbody>
</table>

In this paper, we will take those faults into consideration which is both partially and fully dependent on other leading faults in a test suite. From now, in our proposed theme, dependency will always mean both partial and fully. For this purpose, an algorithm will be build such that it distinguishes the improvements and differences between the independent and fully & partially dependent faults exhibits by the test cases by measuring the severity rates (severity/ execution time). After that, we will analyze the improvement of our proposed algorithm by plotting the graph of percentages of dependent fault severity verses percentages of test case executed which is going to give an efficient and improved result compared to the graph of independent one. However, we assume that, having these two graphs that will be precisely shown by incurring the same percentages test case execution, we will be able to find more severities than the previous independent graph.

J. Literature Review

“Reference [25]”, first proposed the approach of test case prioritization, but in the paper [26, 15] researchers proposed and evaluated the approach in a more general context. Later on, many researchers have studied this technique with different goals and perspectives.

While the majority of the prioritization techniques [15, 22, 23] cover some structural coverage such as branch-total, statement-total, Fault Exposing Potential (FEP)-total, modified condition/decision coverage (MCDC) criteria [26] and so on; there are prioritization based on other criteria such as Case-Based Reasoning (CBR) approach [27], Interleaved Clusters Prioritization (ICP) technique [28], probabilistic approach [39], model based approach [30], "coarse grained" techniques based on function coverage [31] and so on. Authors of [32] used Test Case Selection and Prioritization techniques such as Genetic Algorithms, Ant Colony Optimization. In [33], a hybrid technique was proposed by the researchers, that combines modification, minimization and prioritization-based selection. Which uses a list of source code changes and the execution traces from test cases run on previous versions.

Test case prioritization does not filter out test cases; rather the entire test suite is executed, that is not always cost effective. A number of cost-aware prioritization technique [34],[35],[36] addressed this problem. With respect to cost awareness, “Ref [35]” extended the basic APFD (Average Percentage of Faults Detected) metric to APFDC (Cost-Cognizant Weighted Average Percentage of Faults Detected) that incorporates not only the cost of test cases but also the severity of faults detected. Researchers of [37], proposed the Historical Value-Based Approach, which is based on the use of historical information, to estimate the current cost and fault severity for cost-cognizant test case prioritization. “Ref [38]” presented a metric for assessing the rate of fault detection of prioritized test cases, APFDC, that incorporates varying test cases and fault costs. Authors of [39], proposed a system of test cases sequencing as well as reduction by using an intelligent dynamic approach

On the other hand, fault dependency [40], [41], [42] has been studied in many cases such as in integration testing [43], test case filtering [44], and software reliability analysis [42] and so on.

While prioritizing test cases, fault dependency was not considered earlier. Hence in an unpublished paper [8] researchers included fault dependency in cost-aware test case prioritization proposed in [11] [35]. They detected more severe leading faults earlier with least amount of execution. We also have compared this new approach with the previous approach and have shown the effectiveness of the new ordering.

In “Reference [8]”, authors discussed and defined fault dependency as “faults can be dependent to one another and without considering it the prioritization is less effective”. In terms of dependency degree there are two types of dependency:

- Fully dependent faults: If the leading fault is removed then the dependent fault is also removed.
- Mutually/Partially dependent faults: The dependent fault is not immediately removed after the leading fault is removed, but requires some correction to fully remove it. Because a fault may depend on more than one leading faults.

During software testing, pragmatic experiences show that independent faults can be directly detected and removed, but dependent faults can be removed if and only if the leading faults have been removed or solved. That is, dependent faults may not be immediately removed, and the fault removal process lags behind the fault detection process [42].

In almost all software testing, maximum amount of faults (in test cases) needed to be detected with the highest degrees of severities. If more severities can be
detected in the same cost (Execution time), then that will be an efficient regression testing process. Regression Testing is the selective re-testing of a system or a component to verify that modifications have not caused unintended effects and the system or component is still in accordance with its specified requirements [45]. Regression testing activities are triggered based on software changes or evolutions [46]. As a result, by considering dependent faults one can detect more severe faults in same amount of execution time than the previous case.

Moreover, in some test cases, there can be both independent and dependent faults. When there are all or most of the faults are mutually independent, the measurement of severity rate is quite normal. But there remain problems with dependent faults. In test suites, where a presence of dependent faults is seen, severity calculations possess significant improvement in detecting the severity rate of dependent faults than that of the independent one. If we consider the dependent faults, then severity of faults will surprisingly increase due to the same percentages of test case execution.

Therefore in the software testing process, running same test cases definitely will make the testing process efficient and will eventually reduce the software cost (prices) as well. For this purpose we will propose a matrix where a significant amount of improvement will occur in the field of severity rate detection of both totally and mutually dependent faults in test cases.

III. PROBLEM FORMULATION AND PROPOSED WORK

In this section we will formulate the problem we have found out from the previous discussions. Based on the findings we will propose our technique to prioritize test cases.

A. Cost Cognizant Test Case Prioritization

Majority of the prioritization techniques that are concerned about some structural coverage do not consider varying test costs and fault severities. But in practice faults vary in severity and test cases vary in cost. In [1] the authors proposed cost-cognizant test case prioritization which tradeoffs between cost and severity.

Definition 3.1: (Cost Cognizant Test Case Prioritization):

Given T, a test suite of n test cases with costs \( c_1, c_2, \ldots, c_n \); F be a set of m faults \( F_1, F_2, \ldots, F_m \) revealed by T with severities \( s_1, s_2, \ldots, s_m \); \( F_i \sim F_j \) where \( F'_d \) is a set of faults that are dependent on fault \( F_i \); \( T' \) be an ordering of \( T \) such that if \( f_d(T_i) \succ f_d(T_j) \) then \( T_i \) appears before \( T_j \) in ordering \( T' \).

Here \( f_d(T_i) \) computes severity/cost of \( T_i \) but it considers all dependent faults that are discovered by \( T_i \). The new function thus equates severity/cost according to the following equation:

\[
f_d(T_i) = \frac{\sum_{k \in R_i} s_{k} + \sum_{k \in R_i} \sum_{u \in D_{F_k}} s_u}{c_i} \tag{2}
\]

In paper [8], for simplicity they only considered the fully dependent faults. But there could be mutually or partially dependent faults too in the test suite. As a result, in this paper, we will consider both types of dependencies and from now on dependency will mean both partial and fully dependency. So we will incorporate all sorts of faults considering independent and dependent faults in my proposed work.

C. Test Case Prioritization Considering Independent Faults

To quantify how rapidly a prioritized test suite can detect dependency among faults, an objective function is required. For this reason, I first consider test cases with independent faults; calculate severity rate and then consider the same test cases with both fully and partially dependent faults to calculate the total dependent severity. In each case of severity detection process, we will prioritize test cases in descending order. That means, higher severity rate is given more award then rest of the other.

From table 3, we found that there are six test cases with ten faults occurred in the test suite. In the test case \( T_1 \), the faults \( F_1, F_4 \) and \( F_{10} \) have occurred at first. Similarly \( F_3 \) and \( F_8 \) are found in the test case \( T_2 \). For \( T_3 \), faults \( F_2, F_5, F_8 \) and \( F_9 \), for test case \( T_4 \), faults \( F_7 \) and \( F_{10} \), for test case \( T_5 \), faults \( F_3, F_6 \) and \( F_8 \) and finally for test case \( T_6 \), faults \( F_2 \) and \( F_9 \) are found.

Test suite generally contains several numbers of test cases where there is various numbers of faults occurred in each. Those faults may be of various types. They can be independent, can be mutually (partially) dependent or totally dependent among themselves in a test suite. I have
taken such an example with a dependency graph where there are some independent and some dependent (both mutually and totally) faults in the fig. 2.

We have total ten faults in a test suite and they are \( F_1, F_2, F_3, F_4, F_5, F_6, F_7, F_8, F_9 \) and \( F_{10} \). Now let us consider the following fault dependencies:

\[
F_2 \rightarrow F_3, F_4; \quad F_{10} \rightarrow F_3;
\]

Here as it can be seen from the table. 3 and fig. 2 that the faults \( F_1, F_3, F_4, F_5, F_6, F_7, F_8 \) and \( F_9 \) are independent faults which means they do not have any dependency mentioned above. But the faults \( F_2 \) and \( F_{10} \) are dependent faults. This means that fault \( F_2 \) is mutually dependent on both \( F_3 \) and \( F_4 \). Fault \( F_{10} \) is dependent on \( F_3 \).

Table 3. Example of Test Suite and Faults Exposed

<table>
<thead>
<tr>
<th></th>
<th>( F_1 )</th>
<th>( F_2 )</th>
<th>( F_3 )</th>
<th>( F_4 )</th>
<th>( F_5 )</th>
<th>( F_6 )</th>
<th>( F_7 )</th>
<th>( F_8 )</th>
<th>( F_9 )</th>
<th>( F_{10} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_1 )</td>
<td>*</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( T_2 )</td>
<td></td>
<td>*</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( T_3 )</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( T_4 )</td>
<td></td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( T_5 )</td>
<td></td>
<td></td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( T_6 )</td>
<td>*</td>
<td></td>
<td></td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Execution Time (Cost) of the Test Cases

<table>
<thead>
<tr>
<th>Test cases</th>
<th>Execution time</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_1 )</td>
<td>8</td>
</tr>
<tr>
<td>( T_2 )</td>
<td>5</td>
</tr>
<tr>
<td>( T_3 )</td>
<td>8</td>
</tr>
<tr>
<td>( T_4 )</td>
<td>5</td>
</tr>
<tr>
<td>( T_5 )</td>
<td>6</td>
</tr>
<tr>
<td>( T_6 )</td>
<td>5</td>
</tr>
<tr>
<td><strong>Total Execution Time</strong></td>
<td><strong>37</strong></td>
</tr>
</tbody>
</table>

The execution time (cost) of the six test cases and the fault severities of the ten faults are mentioned above.

D. Analysis & Calculations

The steps to calculate the severity rate of six test cases are given below:

1. At first, I have to look at the test suit to get the information about the total number of faults and test cases.
2. Then I have to keep track of which fault has occurred in which test case.
3. Next task is to look at the dependency graph to get the idea of independent and dependent faults.
4. After that, it is the time to build the calculation of severity rate of each fault. For example, in the above table, I can calculate the severity rate of associated fault for each test case. For the test case \( T_1 \), three faults occurred. These are \( F_1, F_4 \) and \( F_{10} \).
5. According to [11],

\[
f_c(T_i) = \sum_{k \in R_i} s_k / c_i
\]

The steps to calculate the severity rate of six test cases are where, \( T_i \) is the test case and \( c_i \) is its corresponding cost. \( s_k \) is the severity of fault \( F_k \) and \( R_i \) is the set of fault numbers revealed by test case \( T_i \).

Now the next step will be to calculate the severity rate of independent faults following the Table 3 & fig. 2.

For example: For the test case \( T_1 \), three faults have occurred \( F_1, F_6 \) and \( F_{10} \). The severity of the three faults are 5, 4 and 1 respectively. As a result we take the summation of those three fault severities and divide it by the execution time of the test case \( T_1 \). The execution time can be found from the table. 4. So the desired result will be: \( T_1 = (6+7+3)/8 = 2 \).

Now, the calculations are shown below:

Table 5. Severity of the Faults

<table>
<thead>
<tr>
<th>Fault</th>
<th>Sev</th>
</tr>
</thead>
<tbody>
<tr>
<td>( F_1 )</td>
<td>6</td>
</tr>
<tr>
<td>( F_2 )</td>
<td>4</td>
</tr>
<tr>
<td>( F_3 )</td>
<td>3</td>
</tr>
<tr>
<td>( F_4 )</td>
<td>7</td>
</tr>
<tr>
<td>( F_5 )</td>
<td>10</td>
</tr>
<tr>
<td>( F_6 )</td>
<td>4</td>
</tr>
<tr>
<td>( F_7 )</td>
<td>5</td>
</tr>
<tr>
<td>( F_8 )</td>
<td>4</td>
</tr>
<tr>
<td>( F_9 )</td>
<td>2</td>
</tr>
<tr>
<td>( F_{10} )</td>
<td>3</td>
</tr>
<tr>
<td><strong>Total Severity</strong></td>
<td><strong>48</strong></td>
</tr>
</tbody>
</table>

\[
f_c(T_i) = \sum_{k \in R_i} s_k / c_i
\]

Table 6. Severities Considering Independent Faults

<table>
<thead>
<tr>
<th>Severity Rate (Independent Faults) of each Test Case, ( f_c(T_i) )</th>
<th>( f_c(T_i) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_1 = (6+7+3)/8 = 2 )</td>
<td>( f_c(T_1) )</td>
</tr>
<tr>
<td>( T_2 = (3+4+5)/5 = 1.4 )</td>
<td>( f_c(T_2) )</td>
</tr>
<tr>
<td>( T_3 = (4+4+4)/3 = 1.33 )</td>
<td>( f_c(T_3) )</td>
</tr>
<tr>
<td>( T_4 = (5+3+5)/5 = 1.6 )</td>
<td>( f_c(T_4) )</td>
</tr>
<tr>
<td>( T_5 = (3+4+4)/6 = 1.83 )</td>
<td>( f_c(T_5) )</td>
</tr>
<tr>
<td>( T_6 = (4+3+5)/5 = 2.4 )</td>
<td>( f_c(T_6) )</td>
</tr>
</tbody>
</table>

Fig. 2. Dependency Graph.
6. Once all the severities of six test cases is calculated then all the test cases is rearranged in a descending order. Therefore, following the above steps the desired order will be:

\[ T3-T6-T1-T5-T4-T2 \]

The above steps covered have taken only the independent faults into consideration. But now my newly proposed theme will be implemented and I will show the improvement and difference between the independent and dependent (both fully and mutually) faults associated with the test cases.

E. Test Case Prioritization Considering Dependent (Both Fully & Mutually) Faults

Now, we will consider the fault dependency of the test cases. In [8], researchers discussed about the types of dependencies. Dependencies could be of two types (fully & partially). Here for simplicity we only considered the fully dependent faults and kept the partially dependent faults for future research. Now, in this paper mutually/partially dependent fault will be the main focus to be considered. The partially dependent fault is not immediately removed after the leading fault is removed and requires some correction to fully remove it.

Hence the goal of this paper is to extend the dependency cognizant test case prioritization technique [8] by incorporating both types of dependency (full and mutual) among faults. More specifically, we will replace the function \( f_p(T_i) \) by \( f_{pf} \) so that the leading faults are identified earlier based on their severity per unit cost.

**Definition:** Given \( T \), a test suite of \( n \) test cases \( T_1, T_2,...T_n \), with costs \( c_1, c_2,..., c_n \); \( F \) be a set of \( m \) faults \( F_1, F_2,..., F_m \) revealed by \( T \) with severities \( s_1, s_2,..., s_m \); \( F_i \leftarrow F_{pf} \) where \( f_{pf} \) is a set of faults that are dependent on fault \( F_i \); \( T \) be an ordering of \( T \) such that if \( f_{pd}(T_i) > f_{pd}(T_j) \) then \( T_j \) appears before \( T_i \) in ordering \( T \).

Here \( f_{pd}(T_i) \) computes severity/cost of \( T_i \), but it considers all dependent (both partial and fully) faults that are discovered by \( T_i \). The new function thus equates severity/cost according to the following equation:

\[
\begin{align*}
f_{pf}(T_i) &= f_{pa}(T_i) + f_{pd}(T_i) + f_c(T_i) \quad (3) \\
f_{pf}(T_i) &= \frac{\sum_{k \in F_i} s_k + \sum_{k \in F_i \cap \text{set of faults revealed by test case } T_i} s_k}{\epsilon_i} + \frac{\sum_{k \in F_i} s_k}{2} \quad (4)
\end{align*}
\]

If the equation is generalized, then it will be as following:

\[
f_{pf}(T_i) = \frac{\sum_{k \in F_i \cap \text{set of faults revealed by test case } T_i} s_k}{\epsilon_i}
\]

Here, \( T_i \) is the test case and \( c_i \) is its corresponding cost. \( s_k \) is the severity of the dependent fault \( F_k \) and \( R_i \) is the set of fault numbers revealed by test case \( T_i \). \( D_F F_i \) is the set of the faults on which \( F_i \) is mutually dependent.

In this proposed algorithm, we have the input and output part. The aim is to show that if the fault dependency (both partial and fully) is considered then more severity can get than from the independent one through prioritizing the test cases. For simplicity, we consider that, the mutually dependent fault will be dependent with an equal dependency rate that means it will equally be dependent on its associate faults on which it depends.

**Algorithm:** Test Case Prioritization Considering Dependent Faults

**Algorithm Input:** Test suite \( T \), Fault severity \( f \), and test costs or execution time of each test case \( t \)

**Output:** Prioritized test suite \( T' \)

1: begin
2: \( \text{set } T' \text{ empty} \)
3: for each test case \( t \in T \) do
4: \( \text{Take the summation of number of fault severities } f \text{ covered by } t \) + the severities of the totally dependent faults of occurred fault covered by \( t \) + (sum of partially dependent fault severities covered by \( t/2 \)) / execution time of each \( t \)
5: end for
6: sort \( T \) in descending order based on the award value of each test case
7: let \( T' \) be \( T \)
8: end

First the same faults and test suite with same above dependency graph is considered. Severities of the faults and the execution time of the test cases are same too. Following is the simple representation of the dependency graph.

<table>
<thead>
<tr>
<th>Test</th>
<th>Severity Rate (Dependent Faults) of each Test Case</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>( 2 + (3/8) = 2.375 )</td>
</tr>
<tr>
<td>T2</td>
<td>1.4</td>
</tr>
<tr>
<td>T3</td>
<td>( 2.875 + ((11/2) + 3)/8 = 3.875 )</td>
</tr>
<tr>
<td>T4</td>
<td>1.6 + (3/5) = 2.2</td>
</tr>
<tr>
<td>T5</td>
<td>1.83</td>
</tr>
<tr>
<td>T6</td>
<td>( 2.4 + (1/2) ) = 4</td>
</tr>
</tbody>
</table>

Fault \( F10 \) is dependent on \( F3 \). Fault \( F2 \) is mutually dependent on both of the faults \( F3 \) and \( F4 \). For simplicity, we consider that fault \( F2 \) depends on both \( F3 \) and \( F4 \) with an equal dependency rate that is 50% each. Therefore, by applying the above proposed algorithm and (4), we get the new dependency fault severity rate of the corresponding test cases. For example:

In the test case \( T1 \) our previous severity rate was 2 and as \( F1, F4 \) and \( F10 \) have occurred in test case \( T1 \). Among the three faults \( F10 \) is dependent on \( F3 \). So, \( F3 \) will be considered here. The severity of \( F3 \) is 3 and the execution time of test case \( T1 \) is 8. Therefore, the total dependent severity rate will be: \( T1 = 2 + (3/8) = 2.375 \).

Then we repeat the same heuristics to calculate the severity rates of the rest. Eventually the following table is found. The calculation shown is done using (4) considering the dependency graph fig. 3. These severity rates are given in Table 7.
Therefore, following the proposed algorithm & formula (4), the new desired order will be:

**T6-T3-T1-T4-T5-T2**

Test case ordering considering Independent faults:

**T3-T6-T1-T5-T4-T2**

Test case ordering considering Dependent (both fully & mutually) faults:

**T6-T3-T1-T4-T5-T2**

From table 7., we observe that, in the previous order T3 was in the first position but in my improved one, we found T6 at the highest award value because in the test case T6, faults F2, F3 & F7 occurred where F2 has the highest amount of dependencies than rest of the other and the fault F3 have dependent fault F10. In the test case T6, the occurred faults are F2, F3 and F7 which is even less in number than the test case T3 (possesses faults F2, F3, F5, F8 & F9). But the fact is T6 has higher amount of dependencies F3 and F4 as F2 depends on F3 & F4 as well F10 as it depends on F3. Therefore, if I consider the dependencies (using the proposed algorithm) and add their severities to the previous severity rate of T6, then we will have greater award value than that of T3. That is why in my improved test case ordering, T6 gets the highest award value than of the other test cases.

Similarly, in previous order T5 comes before T4 whereas in the proposed ordering T4 comes before T5. T4 has the highest award value in T4, as faults F4, F7 & F10 occurred where F10 has the dependency that is F10 depends on F3. On the other hand, faults F3, F6 & F8 occur in test case T5 and these faults do not have any dependency. So following the proposed algorithm, T4 gets the highest award value than T5 and thus it came before T5.

The new ordering is evidently showing the strength of considering the dependent fault severities in prioritizing the test cases. Now plotting is done into graph for the both previously and newly proposed test case orderings to show that the new ordering can cover more severities due to the same percentage of test case execution than the old ordering system without considering total dependent faults. Then according to [11], two graphs are plotted to show the cumulative fault severity detected and its associated cost.

In table 8, the ordering of both new and existing one has shown. Now, first the cumulative of the previous one is taken in table 9.

The previous ordering is:

**T3-T6-T1-T5-T4-T2**

Then I take the cumulative of proposed ordering in table 10.

The proposed ordering is:

**T6-T3-T1-T4-T5-T2**

<table>
<thead>
<tr>
<th>Previous Test Case Order</th>
<th>Execution Time</th>
<th>Severity</th>
<th>New Test Case Order</th>
<th>Execution Time</th>
<th>Improved Severity</th>
</tr>
</thead>
<tbody>
<tr>
<td>T3</td>
<td>21.622</td>
<td>47.92</td>
<td>T6</td>
<td>13.51</td>
<td>45.833</td>
</tr>
<tr>
<td>T6</td>
<td>13.51</td>
<td>10.42</td>
<td>T3</td>
<td>21.622</td>
<td>33.33</td>
</tr>
<tr>
<td>T1</td>
<td>21.622</td>
<td>33.33</td>
<td>T4</td>
<td>16.22</td>
<td>12.5</td>
</tr>
<tr>
<td>T4</td>
<td>16.22</td>
<td>8.33</td>
<td>T5</td>
<td>13.51</td>
<td>0</td>
</tr>
<tr>
<td>T5</td>
<td>13.51</td>
<td>0</td>
<td>T2</td>
<td>13.51</td>
<td>8.33</td>
</tr>
</tbody>
</table>

Table 8. Comparison between the existing and new ordering

<table>
<thead>
<tr>
<th>Cumulative of execution time</th>
<th>Cumulative of Severity</th>
</tr>
</thead>
<tbody>
<tr>
<td>21.622</td>
<td>47.92</td>
</tr>
<tr>
<td>35.132</td>
<td>58.34</td>
</tr>
<tr>
<td>56.754</td>
<td>91.67</td>
</tr>
<tr>
<td>72.974</td>
<td>100</td>
</tr>
<tr>
<td>86.484</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 9. Cumulative of the previous order

<table>
<thead>
<tr>
<th>Cumulative of execution time</th>
<th>Cumulative of Severity</th>
</tr>
</thead>
<tbody>
<tr>
<td>13.51</td>
<td>45.833</td>
</tr>
<tr>
<td>35.132</td>
<td>79.163</td>
</tr>
<tr>
<td>56.754</td>
<td>91.663</td>
</tr>
<tr>
<td>70.264</td>
<td>91.663</td>
</tr>
<tr>
<td>86.484</td>
<td>100</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 10. Cumulative of the new order

![Fig.3. Prioritization Graph without Considering Fault Dependency](image)

In this example, fault of T4 and T2 i.e. F7, F10 and F3 and F4 respectively was already considered before. So I get zero severities, i.e. no severity have found. But, in the new ordering of test cases, as I considered, the dependent fault T6 get the highest award value. Therefore there is no question of redundant fault calculation. Here, in the new order we can detect F3 and F4 merely earlier than the old...
Test Case Prioritization based on Fault Dependency

IV. CONCLUSION AND FUTURE WORK

Test case prioritization is a method to schedule and prioritize test cases. The technique is developed in order to run the test cases of higher priority for minimizing the time, cost and effort during the software testing phase. The literature review shows that many researchers propose many test case prioritization methods and approaches to prioritize and reduce the effort, time and cost in the software testing phase. Yet despite its use by practitioners, to date, less work has been done regarding to consider the dependent faults as well as independent faults severities and to incorporate it into any of the strategies proposed so far. This paper proposed an algorithm to measure effectiveness of test case prioritization in regression testing and a prioritization technique which can be used to improve the fault detection process for regression testing. Analysis is done for dependent (both fully & mutually) and independent test cases with the help of a proposed metric. Graphs prove that considering the dependent faults in the test cases make the detection more effective.

In this paper we proposed a new approach for test case prioritization. Here, we did an extension work of our unpublished research paper [8] which prioritizes the test cases based on the fault dependency. In [8], there were limitations of considering only the dependent faults which are fully dependent on other leading faults. But the fact is there can be faults that are not fully dependent rather mutually/partially dependent on other faults. Considering the dependent (both fully & mutually) fault make the regression testing process more effective than only considering the independent ones. By applying our algorithm, we demonstrated how my proposed technique is better than the existing one.

This report shows three primary contributions or gains to attempt all types of dependent faults under considerations.

- Firstly, as the algorithm contains the all types of dependent faults, so one can detect more faults earlier compared to the old version process. Here, we overcome the limitations available in [8].
- Secondly, by fulfilling the purpose of generating the new ordering using the improved algorithm, one does not have to consider the repetition of faults in the new ordering.
- Thirdly, our proposed algorithm detects both the leading faults as well as the fully & mutually dependent faults at a time. Detection and then elimination of the leading faults will automatically erase the dependent faults which lead less number of test cases to run. Thus it becomes time effective and less expensive due to the detection of dependent faults at earlier stage.
For enhancing the proposed approach and providing the best test case prioritization technique, we have many future add-ons.

In our research, we have used a simple case or scenario and verified it by examining and comparing its improvement with the previous approach. In future, we will consider more complex scenario and use real life example or program with diversified data to make my research more realistic.

In this paper, we have considered all types of dependencies, showed how dependency consideration helped in fault severity detection and compared the improvement from the independent fault detection process. We have consider mutually dependent fault to be dependent with an equal dependency rate on its associate faults. But in reality, dependency rate on associate faults cannot always be equal. The percentage of dependency rate may vary according to the scenario. So in future, we may propose a new approach to calculate the percentage of the dependency rate which may open new perspective to the fault severity detection process.

We did not apply the APFDc metric, which assesses the rate of fault detection of prioritized test cases that incorporates varying test costs and fault severities. Test costs are greatly diversified in software testing. Depending on the criteria, a test cost can be refined through several factors such as machine time, human time, test case execution time, monetary value of the test execution, and so forth [11]. So, we can make this approach as a cost effective approach by including any of these test cost factors under consideration. Then this approach may generate a prioritization technique which will be cost cognizant. It will make the approach more improved.
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