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Abstract—In this present digital world, digital pictures and videos are the main sources of information. However, these carriers of information can be easily tampered by using softwares such as Adobe Photoshop, GIMP etc. Thus, the issue of verification of authenticity and integrity of digital images becomes necessary. Copy Move Forgery is a popular type of forgery that is commonly used for the manipulation of digital images. In this, a region of digital image is copied and then pasted to another location within the same image with intention to make an object disappear from an image by covering it with small block copied from another part of the same image. There are several post processing operations that are applied by manipulators to obstruct the forgery detection techniques. Thus, for aforementioned problem, we in this paper proposed a method which is a combination of SIFT and SURF algorithms. In this firstly image is split into sub-parts by DWT method and then SIFT and SURF are applied to actual components of image one by one. After this, features extracted by both methods are matched to locate the forged part in the image. The experiment shows that the proposed method is more efficient and provides better results than applying SIFT and SURF alone.

Index Terms—Copy Move Forgery, SURF (Speed Up Robust Features), SIFT (Scale Invariant Feature Transform), DWT (Discrete Wavelet Transform).

I. INTRODUCTION

Because of recent advancement in the imaging technology, it is very easy to preserve an important information in the form of digital images and this digital information is being used for multiple purposes like electronic media, scientific discoveries etc. due to development of editing softwares, even a novice person can tamper an image with an ease. As a result, the verification of authentication and integrity of digital images is becoming important.

Digital image forgery detection has been growing very fast in the recent years as research domain [5]. Mainly, the digital image forgery is classified in to two categories: copy move forgery or cloning and splicing [6]. In copy move forgery, some content of image is copied and pasted somewhere else in the same image to hide the important information as shown in Fig. 1. In image splicing, a content of image is replaced by the content of some another image as shown in Fig. 2.

![Fig.1. An example of image splicing forgery](image1.jpg)

![Fig.2. An example of copy-move forgery](image2.jpg)

Digital Image Forgery detection techniques are classified in to two categories: active and passive as shown below in Fig. 3. In active method, where some embedded digital information is required about the original image to detect the tampering. For example: Digital watermarking. In passive method, there is no prior information about the original image is required to detect the forgery. For example: Copy-Move Forgery.
Currently our focus is on copy move forgery detection because the task of forgery detection becomes difficult in this case. This is because when the content of image are copied and pasted on that very image they have similar characteristics of that of original image. For this DWT is applied on the image to partition the image in to different parts. After image decomposition, Surf and Sift algorithm will apply to extract image features and then matching of features that are extracted by SIFT and SURF is done to detect the forgery in the image.

The remaining paper is organized as follows: section II explains a previous work related to copy-move forgery detection. Section III completely explain the proposed method. Section IV contains the result analysis of the proposed method on sample images. Section V concludes the work done and scope for future enhancements in the proposed work.

II. RELATED WORKS

The literature review has been conducted in detail over the adequate number of techniques to know their advantages and shortcomings. The related work has been defined as following:

Christlein, V. et al.[1] aims to perform best in various post-processing scenarios. The focus is to evaluate the performance of previously proposed feature sets by casting existing algorithms in a common pipeline. In this paper 15 most prominent feature sets are examined and analyzed the detection performance on a per-image basis and on a per-pixel basis.

Amerini, I., et al.[2] proposed a methodology based on on scale invariant features transform. This method allows us to detect whether copy-move attack has occurred and also how to recover the geometric transformation used to perform cloning. This method deals with multiple cloning.

Bo, X. et al. [3] proposed a method based on the SURF (Speeded Up Robust Features) descriptors, which are invariant to rotation, scaling etc. As the digital images can be manipulated easily without leaving any obvious visual clues. To overcome this problem, this method is proposed and also it is valid in detecting the image region duplication and quite robust to additive noise and blurring.

Hashmi, M. F. et al.[4] developed an algorithm of image-tamper detection based on the DWT which is used to dimension reduction and increases the accuracy of results. Firstly, DWT is applied on the image to divide the image in to sub-parts. After this, SURF is applied on the actual part and then search for the similarities between descriptor vectors to conclude whether the image is forged or not.

Sridevi, M. et al. [6] surveys different types of image forgeries. This survey has been done on existing forgery detection techniques for images and also highlights some copy–move forgery detection methods based on their complexity.

Jaberi, M. et al.[8] propose algorithm based on set of keypoint-based features, called MIFT, which contains the properties of SIFT features. This approach has been evaluated and compared with different competitive approaches through a comprehensive set of experiments using a large dataset of real images.

Muhammad, N. et al. [9] proposed an efficient passive methodology for copy-move forgery detection which is based on image partition and similarity detection using DyWT. Copied regions and pasted regions are structurally similar and DyWT is used to detect this type of structural similarity.

Cao, G. et al.[10] we propose two novel methods to detect the contrast enhancement involved manipulations in digital images. Firstly, detect global contrast enhancement applied to the JPEG-compressed images. Secondly, identify the composite image created by enforcing contrast adjustment on either one or both source regions. The consistency between regions is checked for whether the image is forged or not.

III. EXPERIMENTAL DESIGN

In this paper, the algorithms namely: SURF, and SIFT are used for detection of copy-move image forgery which are discussed below:

A. Surf

SURF (Speeded Up Robust Features) is a local feature detector and descriptor that can be used for different tasks such as object recognition or classification or 3D reconstruction. It is partly inspired by the scale-invariant feature transform (SIFT) descriptor.

This method is computationally very fast due to the use of integral images. In SURF, Key-point detection and descriptors are formed as explained below:

(i) Interest Point Detection

For interest point detection SURF uses a basic Hessian–Matrix with integral images which reduces the computational time.

Consider a point $X=(x,y)$ in an image $I$, the hessian matrix $H(X,\sigma)$ in $X$ at scale $\sigma$ is calculated as shown in equation 1:

$$H(X,\sigma) = \begin{bmatrix} L_{xx}(X,\sigma) & L_{xy}(X,\sigma) \\ L_{yx}(X,\sigma) & L_{yy}(X,\sigma) \end{bmatrix}$$

(1)
In the above matrix, \( L_{xx}(X, \sigma) \) denotes the convolution of the Gaussian second order derivative with the image \( I \) at point.

(ii) Interest point description

For interest point description, Firstly SURF creates a circular region around the interest points that are detected to assign them a unique orientation. This is usually done to achieve invariance to rotation. Then for descriptor extraction, a square region is constructed around the interest points and centered to divide it into \( 4 \times 4 \) sub-regions. For each of these Haar-wavelet responses horizontal \( d_x \) and vertical \( d_y \) directions that are summed over each sub-region. For each sub-region, Feature vector is calculated as:

\[
V = \left( \sum d_x, \sum d_y, \sum |d_x|, \sum |d_y| \right)
\]

Where \( |d_x|, |d_y| \) are sum of absolute values of responses. The working of SURF algorithm is shown in flow chart below:

**Step 1:** Given Forged Image.

**Step 2:** Check whether the given image is a gray-scale image or not. If it is not in Gray-scale, first convert it to Gray-scale.

**Step 3:** Then SURF method is used to perform the feature extraction and description vectors.

**Step 4:** After this matching is done to locate the forged part in digital image.

**Step 5:** Then Key-points are constructed and marked on the digital image.

**B. Sift**

Scale-invariant feature transform (or SIFT) is an algorithm in computer vision to detect and describe local features in images.

SIFT is used to provide the interesting points on the object that can be extracted to provide a "feature description" of the object. This description can be extracted from the training image, and then it can be used to identify the object. To perform reliable recognition, it is necessary that the features that are extracted from the training image should be detectable even under situations like changes in image scale, noise etc. The working of SIFT algorithm is shown in flow chart below:

**Step 1:** First of all discrete wavelet transform is applied on to the given image to decompose the image into four parts LL, LH, HL, HH.
**Step 2:** Most of the information is contained in LL part (actual as shown in flow chart below), so we apply SIFT feature extraction on LL part.

**Step 3:** This will give feature extraction of interest key points.

**Step 4:** Matching is done between these feature extractions to mark the forged regions.

**C. Combined Work of Sift and Surf**

To propose a new technique for copy-move forgery detection, at first, image will be transformed into wavelet domain using DWT and SIFT is applied on the transformed image to obtain the features. For second level feature transformation SURF will be applied. As wavelet produces multispectral components, features are more predominant. After obtaining interest point feature descriptor we will go for finding matching between these feature descriptors to conclude either tampering is done with the given image or not at the post processing level. Our works confirm that combination of SIFT and SURF features are an optimal solution because of their high computational efficiency and robust performance.

The working of proposed system is shown in the flow chart below:

![Flow chart of proposed Algorithm](image)

In order to determine copy-move forgery, following steps are performed:

**Step 1:** Obtain the non-matching key points for SIFT Algorithm.

**Step 2:** Obtain the non-matching key-points for SURF Algorithm

**Step 3:** Apply SVM classifier to remove key-points for same pixel values.

**Step 4:** Store all key-points in a matrix.

**Step 5:** Mark all the key-points on the image.

**IV. RESULT ANALYSIS**

The proposed method is implemented using MATLAB 2015 and tested on an Intel Core i3 with 4GB of RAM running Windows 7. This platform should be considered as the minimum hardware requirement since the image forgery detection algorithms could have been modified for increased accuracy on a more powerful testing platform. This section represents some computational results of our proposed program.

**A. Visual Results**

**a.) Results of SURF method**

![Forgery detected by SURF method](image)

This screen shows that SURF extracts the features and descriptor vectors of the image. After extraction, matching of features that are extracted is done to locate the forged part in the digital image. Then Key-points are constructed and marked on the image which are shown with different colors.

**b.) Results of SIFT method**

![Forgery detected by SIFT method](image)

This screen shows that Sift extracts features vectors and texture descriptors of an image. As most of the information is contained in actual part of image, so Sift is applied on it and it will give feature descriptors of interest...
key-points. After this matching is done to locate the forged regions.

c.) Results of combination of SIFT and SURF method

Fig.9. Forgery detected by combined work of SIFT and SURF method.

On this Screen, All the key-points that are marked by SIFT and SURF method uniquely are combined and then on the basis of these key-points, matching is done to detect forgery.

d.) Accuracy Results Screen

Fig.10. Accuracy comparison of proposed method with existing methods.

This screen shows the comparison of accuracy of proposed method with SIFT and SURF alone. From this figure it is clear that the accuracy is increased by combining two methods rather than apply SIFT and SURF alone. The combined accuracy is recorded as 96.40% but the accuracy of SURF alone is 89.1% and SIFT is 3%.

B. Performance Display Evaluation Parameters

The following are important terminology, which are necessary to understand the performance measurements:

- **FN (False Negative):** is the number of tampered images, which are classified as authentic.
- **TN (True Negative):** is the number of authentic images, which are classified as authentic.
- **FP (False Positive):** is the number of authentic images, which are classified as tampered ones

For classification tasks, the terms true positives, true negatives, false positives, and false negatives compare the results of the classifier under test with trusted external judgments. The terms positive and negative refer to the classifier's prediction and the terms true and false refer to whether that prediction corresponds to the external judgment.

a.) Accuracy

Accuracy measures the percentage of the images that are correctly classified by the classifier. It is computed as:

$$\text{Accuracy} = \frac{TP + TN}{TP + TN + FN + FP}$$

Table 5.1: Shows overall accuracy of proposed model

<table>
<thead>
<tr>
<th>TOTAL IMAGES TESTED</th>
<th>TRUE POSITIVE (TP)</th>
<th>TRUE NEGATIVE (TN)</th>
<th>FALSE POSITIVE (FP)</th>
<th>FALSE NEGATIVE (FN)</th>
<th>ACCURACY (IN %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>95</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>96.00%</td>
</tr>
</tbody>
</table>

In this table, 100 images are tested, out of which 95 images are successfully detected. The overall accuracy of proposed model is shown in the graph below:

Fig.11. Shows overall accuracy of Proposed model.

This graph shows the true positive value i.e 95 which is successful detection of proposed model and total five failures occur, out of which one is True negative and False negative and three are False Positive and accuracy of proposed model is recorded as 96% as shown in the graph above.
b.) Precision

Precision is the fraction of retrieved instances that are relevant. It is based on measure of relevance. This is also known as Positive predictive value. It is calculated as:

\[ \text{Precision} = \frac{TP}{TP + FP} \]

Table 5.2. Shows overall precision of proposed model

<table>
<thead>
<tr>
<th>TOTAL IMAGES TESTED</th>
<th>TRUE POSITIVE (TP)</th>
<th>TRUE NEGATIVE (TN)</th>
<th>FALSE POSITIVE (FP)</th>
<th>FALSE NEGATIVE (FN)</th>
<th>PRECISION (IN %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>95</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>96.93%</td>
</tr>
</tbody>
</table>

In this table, 100 images are tested, out of which 95 images are detected successfully which is known as True positive. The overall precision is shown in the graph below:

Fig.12. Shows overall Precision of Proposed model.

This table shows that total 100 images are tested and out of which 95 are successfully detected. On the basis of this recall is calculated and the graph for recall is shown below:

![Overall Recall (in %)](image)

Table 5.3. Shows overall Recall value of proposed model

<table>
<thead>
<tr>
<th>TOTAL IMAGES TESTED</th>
<th>TRUE POSITIVE (TP)</th>
<th>TRUE NEGATIVE (TN)</th>
<th>FALSE POSITIVE (FP)</th>
<th>FALSE NEGATIVE (FN)</th>
<th>RECALL (IN %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>95</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>98.00%</td>
</tr>
</tbody>
</table>

This graph shows the overall Recall of proposed model. The maximum precision that is recorded as 98 % which is shown in the graph above.

c.) Recall

Recall is defined as the fraction of relevant instances that are retrieved. It is based on an understanding and measure of relevance. This is also called sensitivity. It is calculated as:

\[ \text{Recall} = \frac{TP}{TP + FN} \]

V. CONCLUSION AND FUTURE WORK

Since image forensics is a real world problem, a good forgery detection system should meet realistic requirements. In this paper various tampering detection tools can be applied to a wide variety of images. Two feature descriptor based algorithms namely SIFT and SURF are used together in a parallel manner. These algorithms are based on color and texture descriptor. The aim of these two algorithms is to extract features of digital image and then matching is done to check whether the image is forged or not. Parallel approach is used to increase the performance of the system. Feature detection algorithm works well for previously forged images. The proposed hybrid approach works well for both type of images: Bright color images and Low Brightness images. Also the accuracy of the results are increased by using these algorithms in parallel instead of using them separately. In future this work extended to
improve the feature descriptor algorithm for enhance the speed and reduce the cost.
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