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Abstract—This paper proposes an intuitive approach to facial age classification on child faces – a recursive multi-class binary classification tree – using the texture information obtained from facial images. The face area is divided into small regions from which Local Binary Pattern (LBP) histograms were extracted and concatenated into a single vector efficiently representing a facial image. The classification is based on training a set of binary classifiers using Support Vector Machines (SVMs). Each classifier estimates whether the facial image belongs to a specified age range or not until the last level of the tree is reached where the age is finally determined. Our classification approach also includes an overlapping function that resolves overlaps and conflicts in the outputs of two mutually-exclusive classifiers at each level of the classification tree. Our proposed approach was experimented on a publicly available dataset (FG-NET) and our locally obtained dataset (FAGE) and the results obtained are at par with those of existing works.

Index Terms—Age classification, recursive classification, local binary pattern, support vector machine, machine learning, image processing.

I. INTRODUCTION

Biometric identifiers are the distinctive, measurable characteristics used to label and describe individuals [1] and are often categorized as physiological or behavioral characteristics [2]. Physiological characteristics are related to the shape of the body, examples include, but are not limited to, fingerprint, face recognition, DNA, Palm print, hand geometry, iris recognition, retina and odor/scent. Behavioral characteristics are related to the behavior of a person, including but not limited to: typing rhythm, gait, and voice. Biometric traits can also be classified as either soft or hard. Hard biometric features are those that uniquely identify an individual while the soft are those that do not uniquely identify persons but when used alongside the hard biometric features, could facilitate the recognition process [3]. Fig. 1 shows these different classification of biometric traits.

Facial age estimation is the task of labelling a face with its exact age or age range. Age fabrication occurs when an individual deliberately misrepresents his or her true age with the intent to garner privileges or status that would not otherwise be available to the individual. In West Africa countries, especially Nigeria, Age fraud or falsification has been rampant in the civil service, military and sports and generally on the Internet.

In the Nigerian Judicial Council, it was found that Justice Shadrach Nwanosike falsified his date of birth to postpone his retirement by some years. One of the best known examples of a footballer falsifying documentations is Cameroon's international football defender, Tobie Mimboe, who held several documents during the course of his career that indicated he became younger as time went by. Also, the Advertising Standards Authority conducted a survey that found that 83% of the 9 to 15 year olds whose Internet usage was monitored, registered on a social media site with a false age and this results in minors seeing inappropriately targeted towards adults. Age falsification is also prevalent in juvenile sports teams especially within the African football league; Under-17 football team, Under 23 football team etc.
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classification of humans within the age range of pre-teens (3 to 11 years) using still facial image captured under moderately controlled environment. Our proposed system is based on a binary tree classification approach for estimating the ages of individuals from their still facial image. We experimented our approach on the publicly available FG-NET [4] dataset and a locally collected dataset FAGE [5] which has been extended for the purpose of this study. Our experiments were carried out on portions of the dataset containing the stated age.

The rest of this paper is organized as follows; section II discusses related works, section III discusses the methodology of our proposed recursive binary tree, section IV discusses our experiments and the results and the conclusion of this write up is presented in section V.

II. RELATED WORKS

In recent years, there has been a growing interest in the Computer Vision, Image Processing and Pattern Recognition research communities to address the many problems related to facial aging such as: age estimation, appearance modeling, age-invariant face recognition/verification, etc. Based on the observation that facial shape variations are more observable in child faces while textural variations are more observable in adult faces, some works have employed a classification model to determine the age group of human faces – this includes the earliest research in the field [6]–[10].

Age estimation techniques were often based on shape-based cues and texture-based cues that were extracted from faces and can be broadly classified as holistic features based approaches and local features based approaches. While local feature-based approaches used anthropometric distances extracted from different facial regions to estimate age, holistic approaches typically adopted subspace methods to reduce the dimensionality of faces and subsequently used regression techniques to estimate age from face images.

Some of the earliest works used holistic-based approaches in which facial features were extracted from the entire face [10]–[13], while other works [14]–[18] proposed using features which are localized within certain regions of the face instead of the global features obtained from the entire face.

More recent works have employed several approaches to age estimation by employing either a classification, regression or hybrid approach. Chang et al. in [19], [20] employed a ranking approach to age estimation by performing pairwise comparison of faces to determine who was older and arriving at an age estimate for such individual after several such comparisons. Cao et al. in [21] improved upon this intuition of age ranking by adding a set of consistent face image pairs to the ordinal pairs previously used. Thus, they were able to compare facial images of individuals with different and the same age using RankingSVM. The inferences obtained from the comparison were then used for age estimation. Onifade and Akinyemi [5], [22] were able to extend this notion to employ what they called ‘GroupWise’ age-ranking which is similar to the listwise ranking [23]–[25] of Information Retrieval and obviously an improvement over the pairwise comparison employed in previous works. Their result modelled the comparison of facial images across same and different ages while learning across different individual ageing patterns. Their result showed significant improvement even for multi-racial age estimation. Some recent works have also employed variations of Support Vector Machine (SVM) for Regression which is also referred to as (SVR) [26]–[30].

In this work, we investigated the problem of age estimation using a classification approach – precisely, a binary classification method – to first separate adult faces from young faces and iteratively employed the same method to determine the ages of individual with ages less than 12 years. Although, the experiment covers a relatively small age range, we were able to demonstrate the performance of our proposed approach on a set of indigenous African faces, an area yet to be properly investigated in age estimation. Our intuption is that since ageing is affected by external factors such as weather and the condition of living, there is need to test age estimation algorithms on Africans who actually reside within the continent as opposed to Africans living in the diaspora as is obtainable in most popular facial ageing datasets such as MORPH [31].

III. METHODOLOGY

A. Overview of the Proposed Method

The performance of Facial image analysis systems is highly influenced by the learning algorithm employed, among other things. This therefore necessitates employing learning algorithms that are well suited to the problem at hand or tailoring them to be well-suited. Recent results in Pattern Recognition have shown that Support Vector Machine (SVM) classifiers often have superior recognition rates in comparison to other classification algorithms in facial age estimation. However, SVM was originally developed for binary decision problems, and its extension to multi-class problems is not so straightforward. How to effectively extend it for solving multiclass classification problem is still an on-going research. The popular methods for applying SVMs to multiclass classification problems usually decompose the multi-class problems into several two-class problems that can be addressed directly using several SVMs.

We propose a Binary Tree Architecture that uses SVMs for making the binary classification decisions at the nodes. The proposed classifier architecture takes advantage of the high classification accuracy of SVMs to repeatedly narrow down the age group to which a facial image belongs as it traverses the classification tree. This method uses multiple SVMs arranged in a binary tree structure and at each node, several SVMs are trained to improve the efficiency of the binary classification at each node of the tree. This step is repeated at every node until we get to the leaves of the classification tree which are
age groups. At each level of the tree, an overlapping function is used to resolve conflicts and/or overlaps in age classification.

Our approach combines the advantages offered by Local Binary Pattern (LBP) invariance to monotonic gray-level changes and computational efficiency with the high classification accuracy of SVMs to obtain a suitable classification structure for facial images of toddlers and pre-teens (ages 3 – 11 years). In spite of the dominance of facial shape variation observable in the investigated age, the computational power of LBP proves to be of great help in discriminating texture features within the age group. Also, the incorporation of several trained classifiers in a single tree structure helps fine-tune the classification results and enhances the employment of SVM for multi-class classification. We present a general overview of our age estimation model in Fig. 2.

\[ T = t(g_c, g_0, \ldots, g_{p-1}) \] (1)

Where \( g_c \) corresponds to the gray value of the center pixel of a local neighborhood and \( P \) is the number of sampling points. \( g_p (p = 0, \ldots, p-1) \) corresponds to the gray values of \( p \) equally spaced pixels on a circle of radius \( R(R > 0) \) that form a circularly symmetric set of neighbors.

Without losing information, \( g_c \) can be subtracted from

\[ g(x, y) = g(x, y) - g_c \]
$g_p$ as follows:

$$T = t(g_c, g_0 - g_c, \ldots, g_{p-1} - g_c)$$

(2)

Assuming that the differences are independent of $g_c$, the distribution can be factorized:

$$T \approx t(g_c) t(g_0 - g_c, \ldots, g_{p-1} - g_c)$$

(3)

Since $t(g_c)$ describes the overall luminance of an image, which is unrelated to local image texture, it can be ignored:

$$T \approx t(g_0 - g_c, \ldots, g_{p-1} - g_c)$$

(4)

Although invariant against gray scale shifts, the differences are affected by scaling. To achieve invariance with respect to any monotonic transformation of the gray scale, only the signs of the differences are considered:

$$T \approx t(s(g_0 - g_c), \ldots, s(g_{p-1} - g_c))$$

(5)

Where

$$s(x) = \begin{cases} 1, x \geq 0 \\ 0, x < 0 \end{cases}$$

(6)

Now, a binomial weight $2^p$ is assigned to each sign $(g_0 - g_c, \ldots, g_{p-1} - g_c)$, transforming the differences in a neighborhood into a unique LBP code:

$$LBP_{p,R} = \sum_{p=0}^{p-1} s(g_p - g_c) 2^p$$

(7)

Where $g_c$ corresponds to the gray value of the center pixel $(x_c, y_c)$, $g_p$ refers to gray values of $P$ equally spaced pixels on a circle of radius $R$. These parameters are indicated by the notation $LBP_{p,R}$. For example, the LBP operator with radius of 1 pixel and 8 sampling points is denoted $LBP_{8,1}$.

We shall denote the collection of LBP features histogram as

$$\alpha \leftarrow LBP(\theta_p)$$

(8)

Where $\theta_p$ denotes the preprocessed facial image.

Subsequently, we will discuss the iterative binary classification approach with which we employed various SVM classifiers in an hierarchical tree structure to achieve multi-class SVM classification for the age classification problem.

C. Recursive Binary Classification with Support Vector Machine (SVM)

Support Vector Machines (SVM) is a Machine Learning algorithm which has proven very successful in various classification problems. SVM was proposed by Vladimir Vapnik [36] with attractive features such as Structural Risk Minimization (SRM) which is superior to the Empirical Risk Minimization (SRM) principle used in Neural Networks and has thus, contributed to its success and preference to the traditional Neural Networks in the Machine learning Community.

Given two sets of training data, SVM finds a margin which separates the given points with the maximum possible distance from the closest point on both sides of the margin. This margin is called the separating hyperplane (or simply, the plane) and the points trapped by it are called support vectors because, although part of the training vectors (points), they are different in that they help in maximizing the margin. Maximizing the hyperplane is intuitive because it prevents misclassifications due to slight errors or the classification of training points with similar but different distribution patterns.

We first give a brief overview of the basics of SVMs for binary classification and explain how this technique was expanded to deal with our binary classification tree.

Definition 3: Given $N$ training points $\{(x_1, y_1), (x_2, y_2), \ldots, (x_N, y_N)\}$ with $x_i \in \{-1, 1\}$, $i=1,\ldots,N$ and suppose these points are linearly separable; we have to find a set of $N_s$ support vectors $S(N_s \leq N_s)$, coefficient weights $\alpha_i$, constant $b$ and the linear decision surface, as in (9), such that the distance to the support vectors is maximized:

$$w \cdot x + b = 0$$

(9)

Where

$$w = \sum_{i=1}^{N_s} \alpha_i y_i s_i$$

(10)

Definition 4: SVMs can be expanded to become nonlinear decision surfaces by first using a mapping $\Phi$ to map these points to some other Euclidian space $H$ that is linearly separable with a given regularization parameter $C > 0$, $\Phi: R^n \rightarrow H$, and by defining a kernel function $K$, where $K(x_i, x_j) = \Phi(x_i), \Phi(x_j)$. Then, the nonlinear decision surface is defined as:

$$\sum_{i=1}^{N_s} \alpha_i y_i K(x_i, x) + b = 0$$

(11)

Where $\alpha_i$ and $b$ are the optimal solution of a Quadratic programming (QP) problem as follows:

$$\min_{w, b, \alpha} \frac{1}{2} ||w||^2 + C \sum_{i=1}^{N_s} \epsilon_i y_i (w \cdot x_i + b) \geq 1 - \epsilon_i$$

(12)

With $\epsilon_i \geq 0$
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SVMs were originally designed as binary classifiers, hence they classify a set of data into one of two classes usually written as $[0, 1]$ or $[-1, 1]$. However, approaches that address a multi-class problem as a single “all-together” optimization problem exist, but are computationally much more expensive than solving several binary problems. A variety of techniques for decomposition of the multi-class problem into several binary problems using Support Vector Machines as binary classifiers have been proposed, and several which are widely used are One-against-all (OvA), One-against-one (OvO), Directed acyclic graph SVM and Binary tree of SVM (BTS). The two common methods for building a multi-class SVM classifier:

1. The one-versus-all method trains one classifier for each label $l_i$, which separates between $l_i$ and all other classes. A new sample is assigned to the label with the highest classifier output.
2. The one-versus-one method trains one classifier for each pair of labels and the sample is assigned to the label with the most votes.

We propose a SVM Based Binary Classification Tree (SVM-BCT) method functions by recursively dividing the classes in two disjoint groups in every node of the classification tree and training a set of SVM that will decide in which of the age groups the input facial image sample should be assigned this continues until a leaf node is reached representing the age class label to which the input face belongs. At each node, combinations of several SVMs are trained using two of the classes and all samples in the node are assigned to the two sub nodes derived from the previously selected classes. This step repeats at every node until each node contains only samples from one class. Our classifier approach, SVM-Based Binary Classification Tree (SVM-BCT), takes advantage of both the efficient computation of the tree structure and the high classification accuracy of SVMs. We further improved the accuracy of our proposed classification by introducing an overlapping function which resolves conflicts or overlaps in the output of two different classifiers.

Utilizing this architecture, several SVMs are trained at a particular node and also at any entry point into any particular node using the one versus all approach. This can lead to a dramatic improvement in classification accuracy when addressing problems that have high similarity occurrences between two subclasses of a node. The recognition of each sample starts at the root of the tree and at each node of the binary tree a decision is made about the assignment of the input pattern into one of the two possible groups represented by transferring the pattern to the left or to the right sub-tree each of which may contain multiple classes. This is repeated recursively down the tree until the sample reaches a leaf node that represents a defined age group. For this reason, all training samples are mapped into the kernel space with the different kernel functions that are to be used in the training phase. In some cases there are conflicts or overlaps in the classification of the same set of data by two differently-kernelled classifiers. For this kind of situations, we developed an overlapping function that works with the classifiers at each node to help resolve classification overlaps/conflicts and increase age classification accuracy.

We give below, the mathematical model of our proposed recursive multi-class binary classification approach for age estimation:

Definition 5: Given a set of $\gamma$ of age classes/labels (pre-teen ages), an input feature vector $\alpha_i$ (as obtained in (9)) and a binary classifier $C_{k,l}$ (k identifies the level of the tree, while l identifies a unique classifier at that tree level), we have the following:

$$\gamma = \{\lambda_j | \forall j = 1, 2, 3, ..., n\} \quad (13)$$

$$[\pi_{(k,l)}, \rho_{(k,l)}] \leftarrow C_{(k,l)}(\alpha_i) \quad (14)$$

Where

$$\pi_{(k,l)} \cap \rho_{(k,l)} = \emptyset \quad (15)$$

and

$$\pi_{(k,l)} \cup \rho_{(k,l)} = \gamma \quad (16)$$

Equation (15) is the recursive step of the classification. At each $k^{th}$ step of the recursion, $2^k$ classes could have been spawned, but $\alpha_i$ will only fall into one of the two classes per step, therefore forcing the classification in the direction of $\alpha_i$’s class. At each $k^{th}$ step, each $\pi_{(k,l)}$ and $\rho_{(k,l)}$ is split into two smaller subsets, $[\pi_{(k,l)}, \rho_{(k,l)}]$, this is repeated until a leaf node $\lambda_j$ is arrived at, which is the age class of $\alpha_i$. Fig 3 is a graphical representation of our proposed model.

Definition 6: For overlapping or conflicting classes, an overlapping function, $\sigma$ considers the output of two different complementary classifiers in order to determine the correct classifier output at that particular classification level.

$$[\pi_{(k,l)}, \rho_{(k,l)}] \leftarrow \sigma(C_{k,l}, C_{k,l+1}) \quad (17)$$

The overlapping function in (17) works on the output of the two complementary classifiers in a classification level to determine the correct age class to which an input image belongs. The age class produced by $\sigma(.)$ is therefore dependent on the output of both classifiers and not just one of them, therefore making the resultant class $\pi_{(k,l)}$ and $\rho_{(k,l)}$.

Note that (15) could have been written as a recurrence.
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relation which shows the efficiency (in terms of time-order) of the classification. However, we have chosen the representation in (15) because we are not as interested here in the time-efficiency of the classification as in the classification accuracy; more so, it is typical of the representation of a classification problem in Machine Learning.

We present in algorithms 1 and 2, the proposed age estimation approach and our overlapping function respectively.

1. Define \( Z \), the set of age labels: \( Z = \{ Z_{\text{pre-teen}}, Z_{\text{adult}} \} \) and \( Z_{\text{pre-teen}} = \gamma \), the set of pre-teen age labels as \( \gamma = \{ \lambda_i \mid \forall i = 1, 2, 3, \ldots, n \} \)

2. Input face image (\( \theta \))

3. Preprocess \( \theta \) to obtain \( \theta_p \)

4. Feature Extraction

Compute LBP: \( \alpha \leftarrow \text{LBP}(\theta_p) \)

5. Binary Classification: Classify \( \alpha \) into \( Z_{\text{adult}} \) or \( Z_{\text{pre-teen}} (\gamma) \)

6. Recursive Binary Classification:

   If \( \alpha \) is classified into \( \gamma \) then
   
   \[ k = 1, l = 1 \]
   
   do
   
   \[ \left[ \pi_{(k,j)}, \rho_{(k,i)} \right] \leftarrow C_{(k,j)} (\alpha_i) \]

   If there is an overlap or conflict in classification at this level
   
   \[ \left[ \pi_{(k,j)}, \rho_{(k,i)} \right] \leftarrow \sigma(C_{(k,i)}, C_{(k,j)}) \]

   (detailed in algorithm 2)

   \[ k = k + 1 \]
IV. EXPERIMENTS AND RESULTS

We implemented our proposed age classification approach with a Binary Classification Tree (BCT) that uses Support Vector Machine to make its binary decision at each level of the tree. As earlier discussed, our Binary Classification Tree approach uses an overlapping function to classify overlapping classes at every level in our classification tree, unlike other multi class classification that do not solve the overlapping issues within classes.

Our experiments were carried out using the publicly available FG-NET facial ageing dataset [4] which contains 1002 facial images of 82 Caucasian subjects within the ages 0 – 69 years, and our local dataset which was collected as a second album of our FAGE dataset [22]. FAGE Album 2 is a collection of facial images of indigenous Africans within the ages 3 – 11. Details of the distribution of ages and gender in the dataset is shown in table 1 and figure 4 shows sample images from the two datasets mentioned above.

Fig.4. Sample images from the datasets used in this work – (a) FAGE album 2 (b) FG-NET

Our experiments were focused on the age range 4 – 11 years within the FAGE album 2 and FG-NET datasets. This was intended to investigate the impact of texture features on childhood faces which are believed to exhibit more shape changes than textural changes and our results show this. Our experiments on the FAGE 2 album dataset also indicate the superiority of our proposed approach for age classification of indigenous African child faces which is not yet available in any standard facial ageing dataset. To the best of our knowledge, MORPH contains facial images with ages 16 years and above.

The basic construction of our proposed SVM-Based BCT involves two basic stages: the training Stage and the testing Stage. The feature vector extracted by LBP from the facial image is used for both stages. To use extracted features in SVM, it is important to first scale the parameters of the feature vectors to a fixed range, for example [0, 1], to avoid that the parameters with huge ranges dominate the ones with smaller ones.

Our proposed SVM-based BCT is implemented as shown in figure 5. The pre-teen age (4 – 11) is recursively divided into disjoint age classes down the tree until a final age class is arrived at. Therefore, for an input training or test image, only one path is followed down the tree to determine its age class. Obviously, there are seven classifiers that need to be trained in implementing our proposed recursive binary classification tree. Since only one path needs be followed in classifying an input image, only \( \left\lfloor n/2 \right\rfloor \) (where \( n \) is the total number of classifiers in the tree) classifiers need be used for testing. However, in some exceptional cases, where it is difficult to decide the class of an image due to confusion in the outputs of the different classifiers at that level as shown in algorithm 2, there may be need to use all classifiers at the lower level before coming back to fine-tune the result at the higher level.

Our overlapping function (\( \sigma \)) is implemented here as follows. Each classifier (level \( k=1 \) downwards) is implemented with three different kernels selected from multilayer perception kernel (mlp), quadratic, polynomial,
least squares (ls) and Gaussian Radial Basis function kernel (rbf) and these kernels differ at each level of the tree. At level 2 (where k = 1), we used rbf, polynomial and quadratic to implement both classifiers \( c_{11} \) and \( c_{12} \) (shown in figure 4); at level 3 we used quadratic, ls and mlp kernels for the first pair of classifiers \( c_{21} \) and \( c_{22} \) and the quadratic, ls and rbf kernels for the second pair of classifiers \( c_{23} \) and \( c_{24} \). Therefore, at each level, the outputs of each pair of classifiers are compared (kernel to kernel) and if more kernelled classifiers are seen to agree than disagree, we adopt the result of the agreed classifiers as the output of the classifier for that age group according to algorithm 2.

A total of seven classifiers were trained using training data from the mentioned datasets. Our training and testing tasks were implemented with the LIBSVM library [37] with MATLAB functions like \texttt{svmclassify(.)} to classify using Support Vector Machine and \texttt{svmtrain(.)} to train Support Vector Machine classifiers. We scale the parameters of the feature vectors to \{0, 1\} in order to avoid higher values dominating the lower ones. We evaluated the performance of our approach with cross validation, using 4-fold, 5-fold, 10-fold and random partitioning. When optimizing the parameters with the cross validation the training and testing sets were chosen randomly in each fold, so the results can slightly vary between two optimization runs. Due to this fact all experiments were run several times, to get the average performance.
observed on a set of tested data as shown in equation (19). Most age classification methods have been evaluated by their Percentage Accuracy (PA) on prediction. Therefore, in order to compare the performance of our age classification method with other popular multi-class SVM methods (OvO, OvA etc.), we used the percentage classification accuracy as given in (20).

\[
MAE = \frac{1}{N} \sum_{k=1}^{N} |\hat{y}_k - y_k|/N \quad (18)
\]

\[
CS(\varepsilon) = \frac{1}{N} \sum_{k=1}^{N} \left( \left|\hat{y}_k - y_k\right| \leq \varepsilon \right) /N \times 100\% \quad (19)
\]

\[
PA = (N_c / N) \times 100\% \quad (20)
\]

Where

- \(N\) = size of the test face images
- \(y\) = actual/ground truth age
- \(\hat{y}\) = predicted age
- \(N_c\) = size of correctly classified face images

As seen in table 2, the MAE at each level of the classification tree was evaluated using the mentioned validation protocols. It is observed that performance degraded down the tree (as the range of age class labels reduced). However, the best two results were obtained with the 80-20 (i.e. 80% training set and 20% test set) random partitioning and the 5-fold cross validation respectively on a combination of both datasets. As mentioned earlier, we also compared the performance of our proposed approach to other approaches for using SVM for multi-class classification. Table 3 shows that the proposed SVM-BCT performs better than the other approaches compared. The accuracy of our algorithm on FG-NET and FAGE album 2 datasets are 88.33% and 74.33% respectively indicating the impact of dataset size on classification results; FAGE has just 122 images in the age range 3 – 11 years while FG-NET has 345 images in the same age range. However, the results of our proposed algorithm on both datasets are still significantly comparable with those of existing works as shown in table 4.

In discussing our results, comparison with the widely used multi-class SVM methods like “one-against-one” (OvO) and “one-against-all” (OvA), for multiclass approaches in age estimation is presented using standard benchmarks. The standard evaluation metrics for facial age estimation are Cumulative Score (CS) and Mean Absolute Error (MAE). CS is given as the proportion of test images whose absolute error is not higher than a particular value (in years), say, \(\varepsilon\) as shown in equation (18) while MAE is defined as mean/average error.
intuition of the approach could give impressive results if tested on a wider age range. Future works will therefore focus on experimenting with the proposed approach on a wider age range.
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