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Abstract—In fact, Reliability as the qualities metric is the probability success or The probability that a system or set of tasks without failure for a specified constraints of time and space, as specified in the design and operating conditions specified temperature, humidity, vibration and action. A relatively new methodologies for developing complex software systems engineering is an aspect-oriented software systems, that provides the new methods for the separation of concerns multiple module configuration or intervention and automatic integration them with a system. In this paper, using MLP artificial neural networks and adaptive fuzzy neural network assess the reliability of the aspect oriented software and at the end, two methods were compared with each other. After examination, the root means square error method based on artificial neural networks, fuzzy neural network-based method of 0.024262 and 0.021874 to be adaptive. The results show that the method is based on adaptive fuzzy neural networks with low error in the estimation of reliability, performance is better than the MLP artificial neural network approach.

Index Terms—Adaptive Fuzzy Neural Network, Artificial Neural Network, Reliability, Aspect Oriented Software.

I. INTRODUCTION

Aspect oriented software engineering provides the new ways to measure the system software of the concerns of multiple separation or intervention and integration with the system automatically That leads to the production and delivery of software product quality and reliable.[1]

Aspect-oriented approach makes the classification of simple programs, so that relieve concerns won’t be more complex design and improve understanding of the system.[2]

Aspect-oriented produce more quality products and more efficient, and to add more capabilities to the existing system. Aspect oriented programming, all the data, methods, and classes related to a concern within one aspect of the module and the system is optimal.[3]

Aspect oriented programming, such as programming, object oriented programming to overcome the limitations of other methods, in the face of concerns developed an intervention. [4, 5] The new structures to deal with concerns about the intervention. Oriented aspects, aspects of object oriented classes are essentially the same.

They can also object oriented aspects of the interface are other structures. Recommendations aspects to cover, the cut and Intertype Declarations are used in a single module, as well as classes in object oriented interfaces had to do.[6]

Aspects and classes can be introduced as a module with a base unit of measure of aspect oriented display. Recommendations are essentially the same methods in object oriented.[7] Recommendations with their counterparts in object oriented methods are the same as operations are discussed. The work suggests that one aspect of an event should be for specific, it is clear. Intertype also to add new methods to a class field or used. On the other hand, in the same orientation as the object is stationary.[8]

Software quality is a vital force in the development of the software industry. By this time, events that have occurred because of the quality of software, are common events. Especially heavy losses that have occurred in the areas of application, such as the fields of military, economic and national security, human shock has arrived.[9]

The software quality is still a concern. Entering the 21st century, the development of human society to the network and the data has been entered. The scale is bigger and bigger investments. The complexity and the difficulty grows day by day. The risks are higher.

Decades of experience show that the quality control software in a short period due to the unique characteristics of software products, the general can not be resolved. It is essential that new methods and techniques and quality control software continuously developed in terms of long-term research and operational software engineering and software quality has gradually improved.[10] Now, a series of factors affecting software
quality, reliability, yet complex subject for study and discussion in the field of software engineering is hot.

Software reliability as the probability of operations for the period specified in an environment free from defects is defined.[11] Today, providing products with better features and higher reliability for producers is essential. Consumers expect the software required to work longer. The guarantee of reliability is one of the main characteristics of products as a result, a more accurate assessment of the reliability of the product, is a fundamental pillar.[12]

The software reliability is an important factor for determining the quality of the software. And according to the application software in a variety of industries, assessing the reliability can be reduced the risks of life and property.[13] Reliability Assessment Software, enables developers of the software to identify the factors that could improve the design and coding,[14] This is a dire need for software engineers to know how much software is designed to be reliable and the fact highlighted the importance of the reliability factor.

Now that we have a better platform to improve the reliability of an aspect oriented software emerge and we have a good-looking measure of confidence in our system. Therefore, in this paper, with the use of MLP artificial neural networks and adaptive fuzzy neural network to provide methods to assess the reliability of aspect oriented softwares. The final output of the system, the amount is estimated for the reliability of the aspect oriented software.

II. RELATED WORKS

Of work and research in the field of software reliability assessment based on aspects of performance is very limited. This section examines some aspects of the work and research that has been oriented and aspect oriented software quality criteria evaluation carried out are discussed.

Figueiredo et al proposed set of metrics and a set of rules for the assessment of products based on the aspects.[15] This aspect oriented framework that allows developers to evaluated their products in design and implementation phases. The metric used for educational concerns include: Three metric CDC, CDO and CDLOC for separation of concerns, as well as the CBC and DIT metric for adhesion or attachment or coupling and cohesion LCOO for. Finally, a tool for the proposed method was produced.

Some researchers[16] a method for evaluating the capability of storing and re-using aspect oriented software is provided. This framework includes a set of metrics of software features and a qualitative model. In this study, the method includes metrics cohesion metrics, metrics and metrics depend on the system size.

Dadhich and Mathur also suggest that aspect oriented programming is a programming technique that secondary operations and support business logic distinguishes the main program. A part of this program is added to the maintenance of the facility to be constructed. Apart from the operating conditions, in the development of software, we should careful about operating conditions in addition to other factors such as reliability, compatibility and performance. They determine the quantitative aspect oriented software reliability model ISO / IEC 9126 used. Due to the unpredictable nature of software quality features, for improving the application used fuzzy method with multi-criteria.[17]

III. STATEMENT OF CONCEPTS

In this section we review basic concepts of MLP artificial neural network and adaptive fuzzy neural network.

A. ANN

Artificial Neural Network, are novel computational methods and systems for machine learning, knowledge representation, and finally apply the knowledge gained in response to higher projected output of complicated systems. The main idea of these networks inspired by the way biological nervous system function, to process data and information to the learning and knowledge creation.[18] The key element of this idea, the creation of new structures for information processing systems. The system of processing formed extremely large number of interconnected neurons to solve a problem with the name in unison, and data are transferred. In many complex mathematical problems to solve complex nonlinear equations leads, A Multilayer perspetron network can easily be used as weights and proper functions.[19] In this type of network to apply an input layer, a layer is hidden inputs and an output layer that finally answers the question of return, is used. An example of a network Multilayer perspetron in Fig1 is shown.

![Multilayer Perceptron Structure with Hidden Neurons and Output Neurons with Linear Function.](image)

In this network, the actual output compared with the desired output and the weights by propagation algorithm, is placed under the supervision of the appropriate pattern is formed. for input pattern p, square output error for all cells output layer as follows:
\[
E_{t} = \frac{1}{2}(d^{p}_{t} - y^{p}_{t})^2 = \frac{1}{2} \sum_{j=1}^{p} (d^{p}_{j} - y^{p}_{j})^2
\]

In which \(d^{p}_{j}\) the desired output for the \(j\)-th cell in the output layer, \(s\) output vector dimension, \(y^{p}\) the real output vector and \(d^{p}\) the vector output are desired. The total square error \(E\) to \(P\) model in equation (2):

\[
E = \sum_{p=1}^{P} E_{p} = \frac{1}{2} \sum_{p=1}^{P} \sum_{j=1}^{s} (d^{p}_{j} - y^{p}_{j})^2
\]

Weights to be adjusted the aim of reducing the cost function \(E\), the minimum gradient downward. The equations updating the weights are as follows:

\[
w_{ij}(t+1) = w_{ij}(t) + \eta \Delta w_{ij}(t) + \alpha \Delta w_{ij}(t-1)
\]

Where

\[
\Delta w_{ij}(t) = -\left(\frac{\partial E_{i}}{\partial w_{ij}(t)}\right), \eta
\]

the learning factor, \(\alpha\) factor the moment, \(w_{ij}(t+1)\) the new weight and \(w_{ij}(t)\) is the previous weight. In this method, weights are repeatedly updated for all learning patterns.

The process of learning stops when the total error for pattern \(p\) less than the specified threshold, or the number of training courses to an end. It should be noted that the teaching methods, teaching methods and the potential propagation term is a moment of convergence in the local minimum to reduce propagation method.

**B. ANFIS**

A neuro fuzzy inference system, a neural network that is based on Takagi-Sugeno fuzzy system. This method was created in the early 1990s. Because of this system unify neural network and fuzzy logic of the concepts with each other, Both features can be used in a frame.[20] View of ANFIS structure shown in Fig2.

In the first layer, all the nodes are adaptive and output layer is the degree of input fuzzy membership that relationship (4) is:

\[
O_{i}^{1} = \mu_{A_{i}}(x) \quad i=1, 2
\]

\[
O_{i}^{1} = \mu_{B_{i}}(y) \quad i=3, 4
\]

\[
\mu_{A_{i}}(x) \quad \mu_{B_{i}}(y)
\]

can be a fuzzy membership function. For example, if the Gaussian membership function used in equation (5) is calculated.

\[
\mu_{A_{i}}(x) = e^{rac{-(x-c_{i})^2}{2\sigma_{i}^2}}
\]

\(\sigma_{i}\) and \(c_{i}\) are the parameters of membership function accordingly shaped Gaussian function.

In the second layer, nodes which are fixed and expressed as a simple multiplier operate. This layer can be output (6) stated:

\[
O_{i}^{2} = \sigma_{i} = \mu_{A_{i}}(x)\mu_{B_{i}}(y) \quad i=1, 2
\]

This can be interpreted as the power to fire regulations. The third layer is fixed and with \(N\) nodes shown and the normal role of the fire power of the previous layer acts. This layer has an output connection (7) is:

\[
O_{i}^{2} = \sigma_{i} = \frac{\sigma_{i}}{\sigma_{1} + \sigma_{2}} \quad i=1, 2
\]

This layer can be interpreted normalized firepower. The fourth layer, nodes, and output nodes comparative product of the normal fire power and first-degree polynomial model is primarily Sugeno. The output of this layer can be in the form of equation (8) stated:

\[
O_{i}^{4} = \sigma_{i} f_{i} = \sigma_{i} (p_{i}x + q_{i}y + r_{i}) \quad i=1, 2
\]

The fifth layer is a fixed node labeled S is the sum of the output signal input is expressed as Equation (9).\]

\[
\overline{O_{i}^{7}} = \sum_{i=1}^{2} \sigma_{i} f_{i} \quad \overline{O_{i}^{7}} = \sum_{i=1}^{2} \sigma_{i} f
\]

The task of learning algorithms for the ANFIS, the parameters can be modified \([c_{i} \text{ and } \sigma_{i}]\) and \([r_{i} \text{ and } p_{i}\) and \(q_{i}\) output ANFIS to coordinate with the training data. When the above parameters \([c_{i} \text{ and } \sigma_{i}]\) are fixed output ANFIS model can be expressed as Equation (10):
\[ f = \frac{\omega_1}{\omega_1 + \omega_2} f_1 + \frac{\omega_2}{\omega_1 + \omega_2} f_2 \quad (10) \]

By putting the equation (6) in equation (10) to (11) we see:

\[ f = \omega_1 f_1 + \omega_2 f_2 \quad (11) \]

And put the fuzzy rules in the equation (11) to (12) will be:

\[ f = (\omega_1 x) p_1 + (\omega_1 y) q_1 + (\omega_2) r_1 + (\omega_2 x) p_2 + (\omega_2 y) q_2 + (\omega_2) r_2 \quad (12) \]

Delayed a linear order of the parameters are \{r_i and p_i and q_i\} to identify the optimal values of the parameters of the least squares method is used. Least square method to optimize parameters delayed with fixed parameters used before. Once the optimal parameters were found posterior immediately reverse course begins. Descending error reduction method for setting optimal parameters related priority fuzzy sets used in the input range.

ANFIS output using the parameters found in the path forward will be calculated later. Output error to set the parameters preceded by standard error propagation algorithm is used.

IV. THE PROPOSED METHOD

We present the proposed method for evaluating the reliability of aspect oriented software. In this paper, the collection of data on project based software is used. The data set includes 4 inputs and one output. The output value equal to the amount calculated for the reliability of its aspect oriented software. The input data set are as follows:

- Concern Diffusion over Operations
- Degree of Scattering across Classes
- Degree of Scattering across Methods
- Lines of Concern Code

The method is based on MLP artificial neural network, 70% of data for education, 15% of data for the evaluation and 15% of data is used for the final test of the network. The method based on ANFIS is used from 70 to 30. In other words, 70% of data used for training and 30% of data for the test of the network. In addition, both methods based on MLP artificial neural network and adaptive fuzzy neural network have been trained with the same data in 20 stages. In adaptive fuzzy neural network was considered 3 linguistic variables and type of membership functions is gaussmf.

One of the criteria used in the evaluation model, root mean square error between the predicted and measured values. RMSE is a useful tool for comparing the forecasting errors. This value is calculated using the following equation:

\[ RMSE = \sqrt{\frac{\sum_{i=1}^{n} (y_i - y)^2}{n}} \quad (13) \]

Fig.3. Regression Graph Based on Artificial Neural Network Method.
This index first calculates the individual differences observed with predicted values by the model and the power of the heart. The square root of the mean difference and the number of offers is the same RMSE.[21] This index is a measure of accuracy. If the model is generally consistent with the data better, the amount is less. So, the results of both methods have shown with the criteria RMSE. Artificial neural network regression graph in Fig3 is shown. In this way, the distribution of data compared to the situation in each of the stages of learning, Validate and testing are visible. As the figure suggests, revolves around the appropriate amounts in each well have been.

Fig.3. Regression Graph Based on Artificial Neural Network Method.

In Fig4, the estimation of the reliability charts, graphs and diagrams, histograms of error MLP artificial neural network approach is shown. The values of RMSE, the mean error and standard deviation are shown. STD is one of the indicators that show the distribution of data on average how much the average value away.[22] If the standard deviation of the data set is close to zero, it means that the data are close to the average and dispersion are small, while large standard deviation indicates a significant distribution data. Standard deviation equal to the square root of the variance.[23]

Fig.4. Plots the Error Calculation Method Based on Artificial Neural Network
As you can see, after testing the MLP neural network method, the root mean square errors and the standard deviation equal to 0.024262 0.024198 respectively.

In Fig5, the estimation of the reliability charts, graphs and diagrams error histograms of adaptive fuzzy neural network approach is shown.

As you can see, after testing the adaptive fuzzy neural network, the root mean square errors and the standard deviation equal to 0.021874 0.021876 respectively.

According to Fig4 and Fig5, it is clear that adaptive fuzzy neural network, performance is better than the MLP neural network. These diagrams show that the output of adaptive fuzzy neural network based approach, more consistent with the actual output of each of the samples.

V. CONCLUSION

In this paper, we presented the methods based on MLP artificial neural network and adaptive fuzzy neural network for assessing the reliability of aspect oriented software. Then both methods were tested using the same data. in both methods, part of data where used for training and the other part of the data for testing the network. Finally, the RMSE of MLP neural network and adaptive fuzzy neural network approach is 0.024262 and 0.021874 respectively. According to the results, the method based on adaptive fuzzy neural network has better performance and more accurate.
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