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Abstract— The area of cloud computing has become popular from the last decade due to its enormous benefits such as lower cost, faster development and access to highly available resources. Apart from these core benefits some challenges are also associated with it such as QoS, security, trust and better resource management. These challenges are caused by the infrastructure services provided by various cloud vendors on need basis. Empirical studies on cloud computing report that existing quality of services solutions are not enough as well as there are still many gaps which need to be filled. Also, there is a dire need to develop appropriate frameworks to improve response time of the clouds. In this paper, we have made an attempt to fill this gap by proposing a framework that focuses on improving the response time factor of the QoS in the cloud environment such as reliability and scalability. We believe that if the response time are communicating effectively and have awareness of the nearest and best possible resource available then the remaining issues pertaining to QoS can be reduced to a greater extent.

Index Terms— Response Time, QoS, Performance, Cloud Computing.

I. INTRODUCTION

In a broader spectrum, the cloud computing is the delivery of computing as Software as a Service, Platform as a Service and Infrastructure as a Service. Various virtual machines are deployed inside the cloud depending upon the customer requirements. Cloud computing has many important aspects such as scalability, dynamic, efficiency, cost, reliability and security. There are cloud computing companies which offer huge scalable processing infrastructures at a lower price. This can help organizations to evade the high initial cost of setting up an application deployment environment. However there are large scale software systems such as social media sites and e-commerce programs which can benefit significantly by using such cloud computing solutions to reduce their costs and enhance service quality.
In public cloud, only those services are identified that are required to be accessible to the customers from a third party service via the Internet. A public cloud does not mean that an individual’s information is publicly available; rather suppliers generally put in place an access control process for their clients. Group environment provides cost-effective means to set up solutions. In public clouds, users just pay for what they have utilized. However, a firm may opt to set up an intra IaaS or private computing to make use of the scalability advantages of a distributed data centers. A private cloud provides several advantages of a public cloud processing environment, such as being flexible and service-based. The major distinction between a private cloud and a public cloud is that in a the former model, the data and procedures are handled within the company without the limitations of system information, protection exposures and hassle of adherence to rules/regulations that govern the public clouds. In addition, private cloud solutions offer greater control over the cloud infrastructure as well as enhancing protection and resilience as the networks used are quite limited and have to use the solutions for specific purposes.

The group cloud community is managed and used by a group of firms that have specific security needs or common objective. The group members have shared access to the information and application programs in the cloud.

Hybrid cloud is a collaboration of public and private clouds that are capable to interoperate. In this model, users typically do not delegate business-critical information and computation to the public cloud; rather they keep their business-critical products and services within their control own private cloud.

II. SIGNIFICANT OF THE PROBLEM

Cloud computing is the synthesis of a variety of technologies and innovations of various business models. Cloud computing is growing rapidly and companies such as Microsoft, Amazon, RedHat and IBM are progressively financing cloud computing infrastructure and research. Cloud computing has become a hot topic in the Internet information services. The architecture of existing cloud computing is primarily based on powerful datacenter facilities and relatively weaker clients’ backgrounds to exploit its strengths truly. It is expected to bring about revolution in the entire information industry operation mode, which would have a profound impact on socio-economic structure.

III. RELATED WORK

Vishwanat et al. [1] propose to consider server failure rates to comprehend the hardware reliability for huge cloud computing infrastructures. The time spent on server break-down recovery and hardware components fixes could be used for this purpose as well as identifying features and predicates that lead to failure.

Lee et al. [2] suggested algorithm features a cost-aware duplication program to increase reliability. The duplication program successfully determines replicability by taking into account the duplication cost, charge (incurred by deviating from SLA targets) and failing features.

Yuan et al. [3] utilizes several strategies including resource pre-reservation and resource borrowing for managing cloud resources. Pre-reservation strategy of the resources is used effectively to allocate and provide consumers, complex application request within a specific amount of time and also ensure clients about the requirements of the SLA and QoS.

Litou et al. [4] recommends that how optimization of resource distribution can help achieve considerable cost deductions. The author takes into account dynamic workloads and suggests a new optimization technique along with a Service Oriented Architecture (SOA) governance approach to cloud optimization.

Wang et al. [5] suggest a competent distributed metadata management scheme. Through different techniques it can express powerful and scalable metadata services. The metadata server (MDS) cluster is usually adopted for the management of metadata and carrying out security strategies in a distribution system.

Li et al. [6] present an approach to find optimal deployments for huge data centers and clouds. It applies a combination of bin-packing, mixed integer programming and performance models in order to make the taken decisions affect the various strongly working together goals. The important thing is that it is scalable and extendable to new objects.

Alhamad et al. [7] develops a performance metrics for the measurement and comparison of the scalability of the resources of virtualization on the cloud data centers. Author carried out a number of experiments on Amazon EC2 cloud at different times. Each time the response was judged. The attention was examining the solitude across the same hardware components of virtual machines that are organized by a cloud vendor.

Assunção et al. [8] investigate the benefits that different companies can collect by using cloud computing services, capacity of their local infrastructure for the improvement of their performance upon the requirements of its users.

Sekar et al. [9] propose that cloud computing offers its users the possibility to reduce operating and capital expenses.

Wang et al. [10] emphasized on the improvement of the energy efficiency of the servers through suitable scheduling strategies. A new scheduling model having energy-efficient and multi-tasking based on MapReduce has been introduced.

Jha et al. [11] present a concept about minimizing the rising IT cost with the help of cloud solution. Along with it an architectural structure known as the video on-demand as assistance, data as assistance and
speech assistance has also been suggested.

Bein et al. [12] present a problem about the allocation of the memory servers in a data center based on online request for storage. Two efficient algorithms are used for the selection of minimum array of servers and of the minimum overall cost.

Beran et al. [14] discuss a genetic algorithm and a blackboard for the solution of QoS-aware service selection problems. For the comparison of these and probably others a cloud based framework has been introduced. The real completion has been carried out through the use of Google App Engine.

Nathuji et al. [15] designed Q-Clouds, a QoS-aware control structure that increases source amount to decrease efficiency disruption results. Q-Clouds uses online views to develop a multi-input multi-output (MIMO) model that records performance interruption relationships, and uses it to perform closed loop source management.

IV. FACTORS FOR RESPONSE TIME IMPROVEMENT

A. Optimum Bandwidth

Bandwidth plays an important role in the response of the internet application service that we wish to have. If we wish to run a high application service like for example an online game but don’t have enough bandwidth to get proper response then eventually our performance will be affected. Therefore, optimum bandwidth plays a vital role in the improvement of response time.

B. Best Protocol Selection

Various internet application require specific protocols to run them. If we had such a system that should suggest about the best protocols suited for the required application then it will definitely improve the response time and will remove the extra overhead.

C. Best Medium Selection

In Medium Test if we choose the wired media such as fiber optic which is very reliable and have higher data transfer rates then it will also improve the response time due to high transmission of data packets. Despite of the fact that the fiber optic medium is very expensive. The wired media results in higher transfer rate and reliability is high rather that we choose wireless media.

In wireless media the various electric radiations, grass and weather not only effects the signal’s strength but also open to security risks.

The wireless medium can easily hack through backtracking and other software’s available in the market.

V. THE OVERALL SYSTEM ARCHITECTURE

Figure 3. Services selection w.r.t to response time in same, different & hybrid regions.

The end user selects respective services based on their requirements in the software and checks them. The services are forwarded to the discovery module for best response time and available services in the data center on the cloud provider. The data centers are targeted according to the availability and best response time with respect to data center in the same region, different region and data centers in the hybrid region.

VI. THE PROPOSED FRAMEWORK

Figure 4. A high level system framework for best services discovery using multiple data centers in the same, different and hybrid regions in the Cloud.

The cloud provider is a central position where all the entire data centers are registered with their services and privileges. The CP works like a central server where all the data centers communicate and register their services.

The CP also has a central place where all decisions are made and policies are implemented. When a new request came for services it needs a specific service, it makes a connection to the CP. The CP provides a list of data centers with services including other services.
The algorithm clearly mentions the step by step flow of the overall system. In below data flow diagram, the data center request for services with the other data centers having the same service. The cloud provider implements the overall policy of the scheme.

**Figure 5. The System Architecture.**

**Figure 6. Data flow diagram of the Service Discovery on the Data Centers in the Cloud Provider for Services**

**VII. RESPONSE TIME SIMULATIONS**

For checking the response time we have drawn different scenarios inside the cloud analyst simulator. The data centers are divided in different regions with different users based in a particular region. These scenarios are explained below:

**Figure 7. Configuration of the Simulator.**

**Figure 8. Users & Data Centers based in different regions.**
For simulation the following parameters are set:

TABLE1. Parameters List for Simulation

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image Size</td>
<td>10000</td>
</tr>
<tr>
<td>Memory</td>
<td>1Gb</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>100</td>
</tr>
<tr>
<td>Architecture</td>
<td>X86</td>
</tr>
<tr>
<td>OS</td>
<td>Linux</td>
</tr>
<tr>
<td>VMM</td>
<td>Xen</td>
</tr>
<tr>
<td>Number of Machines</td>
<td>25</td>
</tr>
<tr>
<td>Memory per Machine</td>
<td>2Gb</td>
</tr>
<tr>
<td>Storage per Machine</td>
<td>100000MB</td>
</tr>
<tr>
<td>Bandwidth per Machine</td>
<td>10000</td>
</tr>
<tr>
<td>Number of processors per machine</td>
<td>5</td>
</tr>
<tr>
<td>Processor Speed</td>
<td>100MIPS</td>
</tr>
<tr>
<td>VM Policy</td>
<td>Time Shared</td>
</tr>
<tr>
<td>User Grouping Factor</td>
<td>1000</td>
</tr>
<tr>
<td>Request Grouping Factor</td>
<td>100</td>
</tr>
<tr>
<td>Executable Instruction Length</td>
<td>250</td>
</tr>
</tbody>
</table>

A. Availability of Services & Location of Data Centre in the Same Region

In this particular scenario the user and data centers are located in the same region with the following results.

![Figure9. Response Time of User & Data Center in the Same Region](Image)

![Figure10. Response Time of User & Data Centers in different Region](Image)

As you can see in the above results that users and data centers located in the same region has low response time.

B. Availability of Services & Location of Data Centre in the Different Regions

In this particular scenario the user and data centers are located in the hybrid regions with the following results.

![Figure11. Response Time of Service & Data Center in the Hybrid Regions](Image)

In the above results that users and data centers are located in hybrid regions with an average response time.

From the above three scenarios it is quite clear that
the users and data centers in the same region has less response time, while users and data centers in the different regions has high response time and users & data centers in the hybrid data centers have an average response time.

VIII. CONCLUSION

Cloud computing changed the era of traditional computing by providing on the fly computation services. Cloud environments are colonized with thousands of smart data center. The cloud resources and services have been changing with user modes and circumstances. All these heterogeneous data centers communicate each other in ad-hoc manner and construct an ad hoc network. Any mobile or static service comes and become as part of this ad hoc network. These services provide and use resources while at the same time many other process and service roaming in this ad hoc network. For availability and reliable use of services (better QoS), availability of data centers, services, users and process are significant. A lightweight, portable and availability scheme always needed for cloud environment which enhanced the availability level.

Availability of all included services is important for better quality of services (QoS). Here we analyzed some of well-known and currently deployed schemes for availability. We point out strengths and weaknesses of each scheme and also suggest further solution for improvements.
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