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Abstract— In the article m  dimensional lexicographic 

noncooperative  games  L ),...,( 1 m  are defined 

for the players’ },...,2,1{ nN   for which there exists  

a characteristic function
Tmvvvv ),...,,( 21 . Some 

main features are proved of  v  function in a 

lexicographic case. A lexicographic cooperative game is 

called a couple  vN , , where v  is a real vector-

function on  N  subsets and the  following conditions 

are fulfilled 

)(v =O; )( STv  ≽ ),()( SvTvL  ,, NST 

 ST  . Such cooperative game is denoted by  
Tmvvvv ),...,,( 21 .  X  imputation and its set 

)(vE  is defined in v  game. It is proved that  )(vE  is  

nonempty and  its full  characterisation is given. 

Domination over )(vE  set is defined. Thus, the main 

foundations are given, according to this, it is possible to 

explore the main principles of optimality.  

 

IndexTerms—  Game, Lexicography, Noncooperative 

Game,  Cooperative Game, Imputation,  Domination   
 

I. INTRODUCTION 

In a classical  game theory the main basic  model is a 

noncooperative game that is defined by  

  NiiNii HXN }{,}{,  

system,where },...,2,1{ nN   is a set of players’,  iX   

is   Ni  player’s set of mixed strategies,  

XXH
Ni

ii 


:  1R  

is Ni  player’s  real-valued payoff  function, it tries 

to  maximize the function. It means that,  game is  

finite  i.e. the players’ sets of pure strategies are finite. In 

 game players choose their strategies independently  

NiXx ii  , and we get a situation 

.),...,,( 21 Xxxxx n   Players payoff  functions  

),(xH i  Ni  are defined for every  Xx .  

In   game players simultaneously  and 
independently choose  their strategies so that they don’t 

inform  each  other about it. Therefore    game is  

called a noncooperative or noncoalition. Players 

strategic behaviours are studied in such games, with the 

help of such strategies they get this or that kind of 
guaranteed payoffs (utilities).  Hence, the task is to find 

such   kind of situation Xx *
, that will be 

multicriteria ))(),...,((max 1 xHxH m
x

 problem 

solution.  

About classical cooperative games, we can say that  

players’ cooperative behaviors are studied  in    
game’s condition. Here players can enrol in  coalition 

and each member of  a coalition  can negotiate with the 

rest for choosing their strategies consistently. At the 

same  time players can sum up their payoffs and then 

they will imputate them. In the definition of a classical 

cooperative game we mean that players payoffs have 

transferring property or payoffs are measured by a 

unique scalar, and they can transfer from one player to 

another  without    limitation.  

Formally, a classical cooperative game is called a  

couple  vN , ,where },...,2,1{ nN   is a set of 

players, and  
12: Rv N   is a real-valued  function, 

that is defined on N   every  subset, also it means that  

(v  )=0. A subset  NS   is called a coalition and  

v  function is    game’s  characteristic  function. 

Therefore in  cooperative  vN ,  game the 

imputation will  be  appeared  by n - vector’s  real 

components.  

Let us denote that  in   

  NiiNii HXN }{,}{,  

game ),...,,( 21 m

iiii HHHH   is a vector-function of   

Ni  player’s payoff, for every  Ni   vector iH  

has the same  dimensional m  and  on the  set of 

situations 



Ni

iXX  their comparison holds  

lexicographically. We call such game a lexicographic 

noncooperative (noncoalition) game with dimensional  

m  and we note it in  the  following way 
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  NiiNii

L HXN }{,}{, ),...,( 1 m  

For two ),...,( 1 maaa  and ),...,( 1 mbbb   

vectors  lexicographic preference ba L  means that it  

fulfills one of the  following  m  conditions: 

1) 11 ba  ; 2) 11 ba  , 22 ba  ; . . . ; m ) 

11 ba  , . . . , 
11   mm ba , 

mm ba   

and  a≽ L b  if  ba L  or  ba  . 

In 
L  game  a situation Xxxx n  ),...,( **

1

*
 is 

called an equilibrium if for any ni ,...,1  fulfills   

)( *xH i
≽

L *(xH i i|| )ix  for  every 
ii Xx  .  

P. Fishburn [1] defined a lexicographic matrix game 

and its equilibrium situation in the mixed  strategies. He 

gave an example of such kind of game  and showed  that  

an equilibrium situation does not exist in mixed 

strategies. It is shown  by him, that there exists a game 

where the first player has not  got a maximin strategy, 

and the second – a minimax  strategy;  there exists a 

game, where the first player has a maximin strategy, the 

second has a minimax  strategy, but they are different.  

V. Podinovski  [2]  defined a lexicographic finite 

antagonistic game and  explored the problems about the 

existence of an equilibrium situation in a lexicographic 

matrix game.Lexicographic noncooperative games with 

the existence of conditions of  an equilibrium   situation 

is studied by  G. Beltadze  [3,4,5,6,7].   

In the process of studying lexicographic cooperative 

games there exists some problems connected to the 

existence of a characteristic function and imputation. 

The existence of C-core in lexicographic cooperative 

games are studied by G. Beltadze [8]. In the given article 

we discuss the foundations of lexicographic cooperative 

games, that is necessary for studying the principles of 

optimality. We show some differences and similarities in 

the process of studying them to classical cooperative 

games. The main part of the paper is studied in the II-V 

sections. In the second section of the 

article a lexicographic noncooperative 

L  game’s characteristic function is discussed and the  
fairness of its properties is shown. In the third section  a 
lexicographic cooperative game is 

discussed, as players’ 

lexicographically defined super-

additive m  dimensional vector function  
Tmvvvv ),...,,( 21  on },...,2,1{ nN  set’s subsets. 

In a lexicographic cooperative game 
Tmvvvv ),...,,( 21  a concept of imputation is 

introduced that is given by means of a  nm  

dimensional  X  matrix. The theorem is proved that 

gives us a full description of  )(vE  set of  v  game’s 

imputations. In the fourth section a domination of 

imputations, cooperative games’  isomorphism  and 

lexicographical  essential  cooperative game are defined. 

In the fifth  section we introduce the definitions of  two 

cooperative games’ strategic equivalence, normalization  

of  a lexicographic cooperative game in )1,0(  and it is 

proved that a lexicographic essential cooperative game 

is strategically equivalent in )1,0(  to a normalised 

cooperative game.  

II. LEXICOGRAPHIC  NONCOOPERATIVE  

GAME’S  CHARACTERISTIC  FUNCTION   

Let   NiiNii

L HXN }{,}{,  be a 

lexicographic noncooperative game, for n  player’s and  

m  dimension. For any NT  , T   coalition note 

that 

)()( xHxH
Ti

iT 


 , Xx  

If T = , then suppose, that )(xHT O for any 

ii Xx  . 

Let define every sets of  NT   coalition mixed 

strategies by TX . 

For NT   coalition let  consider a  lexicographic  

antagonistic  game 
L

T , where T  and  TN \  are the 

players and a  function payoff  is TH . 

We consider such 
L games, where exists a 

lexicographic maximin 

),(minmax)( \
\\

TNTT
XxXx

XXHTv
TNTNTT 

 , NT   

Definition 2.1.  Let  )(Tv  vector-function call a 

lexicographic noncooperative 
L game’s characteristic 

function.  

Some main properties of scalar noncooperative 
games’ characteristic functions are maintained  in a 

lexicographic case. Particularly, such kind of property is  

superadditivity.  

Theorem 2.1.  If  NST ,  and   ST  , 

then )( STv  ≽
L )()( SvTv  . Such function  is 

called L superadditival. 

Proof. Analogically to the famous result that exists in 
a classical cooperative game theory we can write the 

following relations:  

 )()( SvTv 


),(minmax \
\\

TNTT
XxXx

XXH
TNTNTT




),(minmax \
\\

SNSS
XxXx

XXH
SNSNSS
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),(min(max \

\

TNT
X

T
XX

XXH
TN

ST 
+ )),(min \

\

SNS
X

S XXH
SN

L
≼ ),(min(max \\

\\

SSTNTT
XXX

XXXH
STNST




 

+ )),(min \\
\\

TSNTSS
X

XXXH
STN

 L
 

≼ ),(min(max )(\
)(\

STNSTST
XX

XXH
STNST




= )( STv  . 

The theorem is proved.  

Definition 2.2. We say that a lexicographic 

noncooperative  
L  game’s  v  has a  property of 

complementary, if  for all  NT   fulfills  the 

following equality  )\()( TNvTv O. 

For a scalar  zero-sum  noncooperative  game’s 

characteristic function a property of complementary 

always  takes  place. But for a  lexicographic  zero-sum  
noncooperative  game a  property of complementary 

maybe won’t  fulfill.  

Theorem 2.2. If a lexicographic  zero-sum  

noncooperative game’s  characteristic function   fulfills  

the property of complementary, then every  

lexicographic matrix game 
L

T  ( NT  ) has a  

solution. 

Proof. Let  NT  , 
Ni

iH O  and 

)\()( TNvTv  . Then      

),(minmax \
\

TNTT
XX

XXH
TNT

 

= ),(minmax \\
\

TTNTN
XX

XXH
TTN

  

= ),(maxmin \
\

TNTT
XX

XXH
TTN

 

It means that  the  lexicographic  matrix  game  
L

T   

has a solution.  

III. LEXICOGRAPHIC  COOPERATIVE  GAMES 

Definition 3.1. We call a lexicographic  cooperative  

game  in a form of a characteristic function   a  couple 

 vN , , where  },...,2,1{ nN   is players’ set, v - 

real vector-function on N  subset and fulfills the 

following conditions:  

(v  )= O;  )( STv  ≽
L )()( SvTv  , NST , , 

 ST  . 

Definition 3.2.  If  )\()()( SNvSvNv    for 

any NS  , then  vN ,  is called a lexicographic  

cooperative  game with a  constant sum.  

It is shown by J. von Neumann and O. Morgenstern 

that every superadditive scalar function v , where  

(v  )=0, is a characteristic function  of any zero-sum 

noncooperative game [9]. Analogical fact for 

L superadditive function is proved. 

Theorem 3.1. On },...,2,1{ nN   set’s subsets for 

every L superadditive function  
0v  we can construct   

n  player’s lexicographic noncooperative game 
L , 

where every  lexicographic antagonistic 
L

T  ( NT  ) 

game will have a solution and its meaning will coincide   

)(0 Tv . 

Note, that },...,2,1{ nN   set’s subset’s  

L superadditive function v  we can be presented by a 

form of a vector  
Tmvvvv ),...,,( 21 , where  

1v , 

2v ,...,
mv  functions  N  subsets  are definite   scalar  

functions.  

According to this  fact  that v  function  is 

L superadditive, 
1v  is superadditive too. 

2v ,...,
mv  

functions’   maybe   won’t  have analogical property.  

Example 3.1. Let discuss a lexicographic cooperative  

game  as a form of  a  characteristic function  vN , , 

where }3,2,1{N , and  
Tvvv ),( 21  is given as 

the following form:  

(v  )= (0;0)
T

, 
Tv )2;3()1(  , 

Tv )1;2()2(  , 

Tv )2;1()3(  , 
Tv )2;6()2,1(  , 

Tv )3;4()3,1(  ,
Tv )1;4()3;2(  , 

Tv )2;8()3,2,1(  . 

Here  

(2v  )=0, 2)1(2 v , 1)2(2 v , 2)3(2 v , 

2)2,1(2 v , 3)3,1(2 v , 1)3,2(2 v , 

2)3,2,1(2 v . 

It is obvious that  
2v  is not  superadditive, because , 

for example  )2,1(2v < )1(2v + )2(2v . 

It is necessary to discuss a function 
Tmvv ),...,( 2

 on 

N  subsets, that we note by  
*v . Hence, sometimes we 

can write v  function in the following way  
Tvvv ),( *1 . 

Shortly we call L superadditive function 
Tmvvvv ),...,,( 21 =

Tvv ),( *1
 a lexicographic 

cooperative  game  by m  dimension. Because of this,  
*v  function in general  is not  L superadditive, that is 
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why we can’t connect it to a lexicographic cooperative  

game.  

Definition 3.3. In a lexicographic cooperative  
Tvvv ),( *1  game we call imputation a sequence of  

m  dimensional vectors ).,...,.,.( 21 nXXXX  , 

where fulfills  the  following conditions: 

1. Individual  rationality - 
iX . ≽ L )(iv  for Ni ; 

2. Collective  rationality - )(.
1

NvX
n

i

i 


.  

If we write every 
iX .  vectors  in 

T

mii xx ),...,( 1
column vector form, then  in 

Tvvv ),( *1  game we can write  the   imputation  

).,...,.,.( 21 nXXXX   in a form of  matrix  























mnmm

n

n

xxx

xxx

xxx

X

...

......

...

...

21

22221

11211

.  

Let  note the set of imputation  in 
Tvvv ),( *1  

game  by )(vE  and a projection of )(vE  set  on the 

)( 1vE   set  of   
1v  games imputation  -  by  

)(Pr( vE | ))( 1vE . 

Let observe that if the given notes )(vEX  , then  

)(),...,,( 1

11211

1 vExxxX n  . Therefore the 

condition   

 )()( 1vEvE R
)1(  mn
                                           (1) 

is correct, where  R
)1(  mn
 is a set  of  matrices 

















mnm

n

xx

xx

...

.....

...

1

221

. 

Condition (1) means that 

)( 1vE )(Pr( vE | ))( 1vE .                                     (2) 

In fact here  the exact equality takes plase. 

Theorem 3.2. )( 1vE )(Pr( vE | ))( 1vE .  

Proof.  Let hold the argument according  to m  

dimension of 
Tvvv ),( *1  game’s. For  1m  an 

equality  is correct, because  vv 1
. Suppose for any 

1m  and )(),...,,( 1

11211

1 vExxxX n  . Let 

consider two cases:  

1) )(1

1 ivx i   for any Ni ; 

2) )(1

1 ivx i   for all Ni . 

Let divide 1)  case into two  subgroups:   

)1a )(1

1 ivx i   for all  Ni ; 

)1b Ni{ | )}(1

1 ivx i      

and  

Ni{ | )}(1

1 ivx i    . 

Suppose we have )1a  case. Let take such 
kix  

),...,2;,...,1( mkni   numbers and make up a 

matrix  

*X
















mnm

n

xx

xx

...

.....

...

1

221

, 

for fulfilling the following conditions  

)(
1

Nvx k
n

i

ki 


, mk ,...,2 .                                  (3) 

Then a matrix 























mnmm

n

n

xxx

xxx

xxx

X

...

......

...

...

21

22221

11211
















*

1

X

X
 

will be an imputation in  
Tvvv ),( *1  game.  In fact, a  

rationality condition )(.
1

NvX
n

i

i 


comes out from (3) 

and )(1

1

1 Nvx
n

i

i 


 conditions, and  individual  

rationality inequalities iX . ≽
L )(iv  comes out from  

)1a  condition.  

In )1b  case   let define a matrix 
*X in the following 

way. Define 

1N Ni{ | )},(1

1 ivx i  11 || nN  ,  

2N Ni{ | )},(1

1 ivx i     || 2N = 2n . 
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It is obvious, that here NNN  21 , 

 21 NN  . Let note  

1)(2

2  ivx i
, if  ,1Ni  

,

)()(

2

1

22

2
1

n

nivNv

x
Ni

i








 if 2Ni .              (4) 

Let choose other elements in  
*X  matrix from the  

conditions: 

),(
1

Nvx k
n

i

ki 


 mk ,...,3 .                                  (5) 

Let us show that the given  














*

1

X

X
X  matrix is an 

imputation  in 
Tvvv ),( *1  game. For 2Ni  the 

condition  
iX . ≽

L )(iv  comes out from )(1

1 ivx i   

inequalities. For 1Ni  it fulfills that  )(1

1 ivx i   and 

1)(2

2  ivx i > ),(2 iv  from which follows that  

iX . ≽ L )(iv . So, it fulfills a condition of an individual 

rationality for X .  

Let check up that it fulfills  an equality  

).(.
1

NvX
n

i

i 


 If  we consider  (5) and  

)(),...,,( 1

11211 vExxx n   conditions, it is  sufficient 

to check  up the equality  )(2

1

2 Nvx
n

i

i 


. It follows  

from  (4): 


 1

2

1

2

Ni

i

n

i

i xx 
 2

2

Ni

ix = 
 1

)1)(( 2

Ni

iv  






2

1

22

2
1

)()(

.
n

nivNv

n
Ni

 




1

2

1

)( niv
Ni

)(2 Nv )()( 2

1

2

1

Nvniv
Ni




. 

Now consider the  2)  case.  If   )(1

1 ivx i   for  all  

Ni , then it means that )()( 1

1

1 Nviv
n

i




. 

Function 
Tvvv ),( *1  is L  superadditive  and  

particularly for it  should be  fulfilled the  inequality 

)(Nv ≽
L 

Ni

iv )( . Hence  
1v  is unessential   or  

)()( 11 Sviv
Si




 for every NS  . According to 

v ’s  L  superadditivity  we can make a conclusion, 

that  )(* Sv ≽
L


Si

iv )(*
 for every  NS  . Hence  

*v  is L  superadditive function on subsets of  N  set  

and   its  dimension is  1m . If we use  permissibility 

of induction in 
*v  game, we can write that  

)( 2vE )(Pr( *vE | ))( 2vE . From here it follows  

that  )( *vE   . Therefore let take a matrix  

















mnm

n

xx

xx

...

.....

...

1

221

 

from the sets of  
*v  game’s  imputation.  It is obvious 

that a matrix  























mnmm

n

xxx

xxx

nvvv

X

...

......

...

)(...)2()1(

21

22221

111

 

gives us the imputation in  
Tvvv ),( *1  game.  

With the help of discussing all cases  we have proved 

that for any )(),...,,( 1

11211

1 vExxxX n   

imputation there exists a matrix 
*X , where  
















*

1

X

X
X  is an imputation in 

Tvvv ),( *1  game.  

This is equal to the condition   

)( 1vE )(Pr( vE | ))( 1vE .  

After taking this and (2) into the consideration we 

have an exact  equality )( 1vE )(Pr( vE | ))( 1vE  

and the theorem is proved. It is shown that in game 
Tvvv ),( *1   a set of imputation is nonempty.  

Now prove a theorem that gives us a full 

caracterisation  of  )(vE  set.  Let note 
*X  matrix’s 

columns by 
i

X *

.
),...,1( ni   and for NS    discuss  

the following sets 

)(),...,({)( 1

111

110 vExxXvE nS   

| ;),(1

1 Siivx i   },),(1

1 Siivx i   
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)( *1 vES
=

*{X |  ),(*

1

*

. NvX
n

i
i




*

.iX ≽
L ),(* iv  

}Si . 

It is obvious, that if S  , then   

)( *1 vES
=

*{X |  )}(*

1

*

. NvX
n

i
i




. 

Theorem 3.3. If  
Tvvv ),( *1  is a lexicographic 

cooperative game, then  

)()()( *110 vEvEvE S

NS

S 


 . 

Proof. It is obvious that 

)( 1vE )( 10 vE
NS

S


. 

Therefore, on the basis of  the theorem  3.2  it is  

sufficient to show that for any  )( 101 vEX S  a set  

*{X | 














*

1

X

X
X )}(vE  

is equal to )( 11 vES . Let  )( 101 vEX S , it means that  

NiS  { | )}(1

1 ivx i  . If  
*X is any kind of 

matrix, for which  














*

1

X

X
X  is an  imputation in  

Tvvv ),( *1  game, then  
iX . ≽

L )(iv , ni ,...,1 . 

As it fulfills an equality  )(1

1 ivx i   for Si , 

therefore 
i

X *

. ≽
L )(* iv  for Si . 

On the other hand by the 
*X  definition  

)(**

. NvX
Ni

i




. These two  relations mean that 

).( *1* vEX S  Hence, when )( 101 vEX S  the 

condition is proved  

*{X | 














*

1

X

X
X )}(vE )( *1 vES . 

Contrary inclusion is obvious, as  from the following 

conditions )( 101 vEX S  and )( *1* vEX S  it 

follows that the matrix 














*

1

X

X
X  fulfills the 

following conditions )(. NvX
Ni

i 


, iX . ≽
L )(iv , 

ni ,...,1 . The theorem is proved. 

IV. DOMINATION  OF  AN  IMPUTATION 

 

For the purpose of studying the  principles of 

optimality in lexicogrsphic cooperative games, as well 
as in the theory of classical cooperative games, it is 

necessary to define the apparatus of domination on the 

set of imputation.  

Definition 4.1.  We say that  from )(, vEYX   

imputations X  dominates Y in  NS   coalition,  if 

iX .  L

iY. ,  Si                                                     (6) 

and 


Si

iX . L
≼ )(Sv .                                                        (7) 

We write (6) condition in the following way 

SX  L

SY  and (7) condition - )(SX L
≼ )(Sv . If  

X  dominates  Y  in S  coalition then  we write  

X .Y
S
  

We say that  imputation X  dominates an imputation 

Y , if there exists a coalition NS  , for which  

X .Y
S
  In  this case we write  YX  .  

Analogically to the scalar case, in a lexicographic  

cooperative  
Tvvv ),( *1 game  domination does not  

exist in a coalition, that consists of one player or  N  

players.  

Truly, from YX
i
 domination it follows that 

iY.
L  iX . L

≼ )(iv , that is against the condition of 

X  imputation’s individual rationality. From YX
N
  

follows that iX .  L

iY.  for every  Ni  and from 

here  


Ni

iX .  L )(. NvY
Ni

i 


,  

that contradicts to the condition of  X  collective 
rationality .  

Definition 4.2. Let  call  two lexicographic 

cooperative v  and  u  games   isomorphic, if there 

exists  one-to-one  correspondence     between the sets 

of )(vE  and )(uE  imputations, that for YX   

domination it is sufficient and necessary  

)()( YX   . 

Definition 4.3. We call a cooperative 
Tmvvv ),...,( 1  game L essential, if 

)(Nv  L 
Ni

iv )( . If )(1 Nv >
Ni

iv )(1
 or when a 
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game 
1v  is essential, then we call v   game completely 

L essential. 

Theorem 4.1.  Every  L essential  lexicographic 
Tmvvv ),...,( 1  game is isomorphic of a completely 

L  essential  lexicographic  game.  

Proof. The provement  is obvious when  

)(1 Nv >
Ni

iv )(1
. 

If 
Ni

iv )(1
= )(1 Nv , then by  theorem 3.3 in game   

Tvvv ),( *1  an imputation has the following form 
















*

1

0

X

X
X , where ))(),...,1(( 111

0 nvvX   and  

)( ** vEX  .  

It is clear that transformation  : )()( *vEvE    
















*

1

0

X

X
X *X  

is one-to-one. By  theorem 3.3  it is a transformation  on  

)( *vE . In  v   game the condition  YX   means that 

for  Si   









*

.

1

i

i

X

x
 L









*

.

1

i

i

Y

y
  and   











Si i

i

X

x
*

.

1 L
≼ 














)(

)(
*

1

Sv

Sv
. 

As  )(1

11 ivxy ii   and   



Si

Sviv )()( 11
,  we 

get an equivalent  condition  

i
X *

.
 L

i
Y *

. , 
Si

i
X *

.

L
≼ )(* Sv , 

or in 
*v  game )()( YX

S
  . The theorem is proved. 

This theorem shows that in the process of studying 

every points connected to the lexicographic domination 

of the imputation is sufficient to be  limited by a 

completely L -essential cooperative game. 

V. COOPERATIVE GAME’S  NORMALIZATION 

Sometimes it is necessary to compare  each other 

different cooperative game’s meanings in one and the 

same coalition. For this we introduce a concept of a 

lexicographic cooperative game’s normalization. Let 

define a lexicographic cooperative game’s strategic 

equivalence in advance.  

Definition 5.1. For },...,2,1{ nN   players’  

Tmvvvv ),...,,( 21 and  

Tmuuuu ),...,,( 21 games are said to be strategic 

equivalent, if there exist such positive  numbers  

mkk ,...,1
 and vectors  ),...,( 1 m

ii cc , Ni , that for all  

NS  we have 

Tm SvSv ))(),...,(( 1
Tm

m SukSuk ))(),...,(( 1

1

Tm

i

Si

i cc ),...,( 1


. 

Definition 5.2.  A lexicographic cooperative game 
Tmvvvv ),...,,( 21  is said to be in )1,0(  normalized  

if 
Tiv )0,...,0()(   for all Ni  and  

TNv )1,...,1()(  . 

Theorem 5.1.  If  in 
Tmvvvv ),...,,( 21  game 

mvv ,...,1
 games are essential, or 

)()( ivNv
Ni

j


 , mj ,...,1 , 

then 
Tmvvvv ),...,,( 21  is strategic equivalent  in 

)1,0( of  normalized lexicographic cooperative  u  

game. 

Proof.  Let  find  
Tmuuuu ),...,,( 21  game with 

the help of unknown  numbers  
mkk ,...,1

  and  vectors  

),...,( 1 m

ii cc , Ni  in the following form: 

Tm

m ivkivkiu ))(),...,(()( 1

1 + Tm

ii cc ),...,( 1

T)0,...,0( , Ni , 

 Tm

m NvkNvkNu ))(),...,(()( 1

1




Tm

i

Ni

i cc ),...,( 1 T)1,...,1( . 

From here  we write the systems of equalities: 













Ni

j

i

j

j

j

i

j

j

cNvk

civk

,1)(

0)(
 

Ni ; mj ,...,1 . 

From these systems we get 

,0
)()(

1






Ni

jjj
ivNv

k  

,
)()(

)(







Ni

jj

j
j

i
Nviv

iv
c  

mj ,...,1 ; Ni . 
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Herewith  mjk j ,...,1,   and  ),...,( 1 m

ii cc , Ni  

is defined identically. The theorem is proved 

VI. CONCLUSION 

A lexicographic  cooperative game is defined as a 

cooperative game with vector-functions of a finite 

dimension’s  payoffs. A vector’s  coordinates are  

ranked  by decreasing. In such cooperative games some 

principles of optimality of a scalar cooperative games 

maybe will not be fulfilled. Basic foundations of 

lexicographic cooperative games  are offered.  
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