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Abstract— Robust Algorithm is presented for frontal face 
detection in color images. Face detection is an important 
task in facial analysis systems in order to have a priori 
localized faces in a given image. Applications such as face 
tracking, facial expression recognition, gesture recognition, 
etc., for example, have a pre-requisite that a face is already 
located in the given image or the image sequence. Facial 
features such as eyes, nose and mouth are automatically 
detected based on properties of the associated image regions. 
On detecting a mouth, a nose and two eyes, a face 
verification step based on Eigen face theory is applied to a 
normalized search space in the image relative to the distance 
between the eye feature points. The experiments were 
carried out on test images taken from the internet and 
various other randomly selected sources. The algorithm has 
also been tested in practice with a webcam, giving (near) 
real-time performance and good extraction results. 
 
Index Terms—Facial extraction, face detection, skin detection, 
robust algorithm, faces location, face recognition. 

I.  INTRODUCTION 

Applications such as face tracking, face expression, 
face recognition, gesture recognition, etc., have a pre-
requisite that a face is already located in the given image 
or the image sequence. Numerous face detection 
techniques have been proposed to address the challenging 
issues associated with this problem in the literature. 
These techniques generally fall under four main 
categories of approach: knowledge-based, feature 
invariant, template matching and appearance-based [1].  

The detection of face and facial features has been 
receiving researchers’ attention during past a few decades. 
The ultimate goal has been to develop algorithms equal in 
performance to human vision system. In addition, 
automatic analysis of human face images is required in 
many fields including surveillance and security, human 
computer interaction (HCI), object-based video coding, 
virtual and augmented reality, and automatic 3-D face 
modeling. 

Hlaing Htake Khaung Tin presented for fast and 
accurate extraction of feature points such as eyes, nose, 
mouth, eyebrows and the like from dynamic images with 
the purpose of face recognition. This method achieves 
high position accuracy at a low computing cost by 
combining shape extraction with geometric features of 
facial images like eyes, nose, mouth etc [3].  

In Facial feature extraction, local features on face such 
as nose, and then eyes are extracted and then used as 
input data. And it has been the central step for several 

applications. Various approaches have been proposed in 
this chapter to extract these facial points from images or 
video sequences of faces. The basically of approaches are 
geometry-based, template-based, colour segmentation 
techniques, appearance-based approaches [8].  

The ability for a computer system to sense the user’s 
emotions opens a wide range of applications in different 
research areas, including security, law enforcement, 
medicine, education, and telecommunications [9]. 
Combining facial features, which are detected inside the 
skin color blobs, helps to extend the above type of 
approach towards more robust face detection algorithms 
[4][5]. 

 Facial features derived from gray scale images along 
with some classification models have also been used to 
address this problem [6]. Menser and Muller presented a 
method for face detection by applying PCA on skin tone 
regions [7]. Existing face detection algorithms in 
literature, however, all indicate that different levels of 
success have been achieved with varying algorithm 
complexities and detection performance. 

Face recognition is a major area of research within 
biometric signal processing. Since most techniques (eg. 
Eigenfaces) assume the face images normalized in terms 
of scale and rotation, their performance depends heavily 
upon the accuracy of the detected face position within the 
image. This makes face detection a crucial step in the 
process of face recognition [8]. 

Several face detection techniques have been proposed 
so far, including motion detection (e.g. eye blinks), skin 
color segmentation [9] and neural network based methods 
[10]. Motion based approaches are not applicable in 
systems that provide still images only. Skin tone 
detection does not perform equally well on different skin 
colors and is sensitive to changes in illumination. 

Current face detection systems can be classified 
according to whether they are based on the whole face or 
on characteristic features [1] [13]. In the first approach a 
representative database is generated from which a 
classifier will learn what is a face (Neural Networks, 
Support Vector Machine, Principal Component Analysis- 
Eigenfaces...). These system are sometimes remarkably 
robust [14] [15] but too complex to be carried out in real 
time. In the second approach three levels of analysis can 
be distinguished. In the lowest level, gray pixel values, 
movement or color are taken into account to detect blobs 
which look like a frontal face. These approaches are not 
robust but can be achieved in real time.  
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In the medium-level analysis, characteristics 
independent of light conditions and faces orientation 
sought. In the highest level analysis, face features such as 
eyes, nose, mouth and face outlines are associated. 
Deformable models, snakes or Point Distributed Models 
can then be used. These last models require a good image 
resolution and are not easily achievable in real time. 
However, once the face is detected, it is then possible to 
track it [17]. 

In this paper, we present a robust approach for frontal 
face detection in color images based on facial feature 
extraction and the use of appearance based properties of 
face images. This is followed by the face detection 
algorithm proposed by Menser and Muller, which 
attempted to localize the computation of PCA on skin-
tone regions. This approach begins with a facial feature 
extraction algorithm which illustrates how image regions 
segmented using chrominance properties can be used to 
detect facial features, such as eyes, nose and mouth, 
based on their statistical, structural, and geometrical 
relationships in frontal face images.  

Several teams already implemented an adaptation of 
the skin color[17]; nevertheless, they postulate that the 
camera is correctly calibrated and thus use a color skin 
signature which is known a priori[14] and progressively 
refined during the sequence. 

The paper is organized as follows. In section 2, facial 
feature extraction technique is described. The proposed 
system is described in section 3. Eigenface is presented in 
Section 4. Appearance-based face detection using facial 
features and PCA (Principal Component Analysis) is 
described in section 5. Experimental results are presented 
in section 6. Some conclusions are then given in section 7. 

II.  FACIAL FEATURE EXTRACTION 

Most of a frontal face image containing a mouth, nose 
and two eyes is shown in Figure 1. El and Er represent left 
and right eyes respectively, while N represents the nose 
feature and M also represents the mouth feature. The 
distance between the two eyes is w, and the distance from 
the mouth to the nose is h and the distance from nose to 
the two eyes is also h.  

In frontal face images, structural relationships such as 
the Euclidean distance between the mouth , the nose and 
the left and right eye, the angle between the eyes, the 
nose and the mouth, provide useful information about the 
appearance of a face. These structural relationships of the 
facial features are generally useful to constrain the facial 
feature detection process. 

If the input image from the camera is a color image, 
color information is used for preprocessing step. The 
candidates for the facial region are obtained using the 
facial color chromatic property. This step effectively 
reduces the search range in the images, thereby reducing 
the computing time required for facial feature detection. 

K. W. Wong, et al. [18] proposed an efficient 
algorithm for human face detection and facial feature 
extraction. Firstly, the location of the face regions is 
detected using the genetic algorithm and the eigenface 
technique. The genetic algorithm is applied to search for 

possible face regions in an image, while the eigenface 
technique is used to determine the “fitness of the regions. 
As the genetic algorithm is computationally intensive, the 
searching space is reduced and limited to the eye regions 
so that the required timing is greatly reduced. Measuring 
their symmetries and determining the existence of the 
different facial features then further verify possible face 
candidates.  

Furthermore, in order to improve the level of 
detection reliability in their approach, the lighting effect 
and orientation of the faces were considered and solved. 
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Figure 1.A frontal face view 

III.  PROPOSED SYSTEM 

The block diagram of the proposed system is shown 
in Figure 2. The first task of face detection in this system 
is skin detection which is carried out using a statistical 
skin detection model built by acquiring a large training 
set of skin and non-skin pixels. 

 A face-bounding box is then obtained from the skin 
to which the color segmentation is applied for creating a 
segmentation partition of homogeneous regions. Possible 
mouth features are first identified based on image pixels 
and the corresponding color segmentation regions. Nose 
features and eye features are then identified relative to the 
position of the mouth, by searching for regions which 
satisfy some statistical, geometrical, and structural 
properties of the eyes in frontal face images.  

On detecting a feature set containing a mouth, a nose 
and two eyes, PCA analysis is performed over a 
normalized search space relative to the distance between 
the two eyes. The image location corresponding to the 
minimum error is then considered the position of the 
detected face.  
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Principal Component Analysis is a suitable strategy 
for face recognition because it identifies variability 
between human faces, which may not be immediately 
obvious. PCA does not attempt to categorize faces using 
familiar geometrical differences, such as nose length or 
eyebrow width. Instead, a set of human faces is analysed 
using PCA to determine which 'variables' account for the 
variance of faces. In face recognition, these variables are 
called eigenfaces because when plotted they display a 
ghostly resemblance to human faces.  

Although PCA is used extensively in statistical 
analysis, the pattern recognition community started to use 
PCA for classification only relatively recently. Principal 
component analysis is concerned with explaining the 
variance covariance structure through a few linear 
combinations of the original variables. Perhaps PCA's 
greatest strengths are in its ability for data reduction and 
interpretation. 

Furthermore, all interpretation (i.e. recognition) 
operations can now be done using just the 40 eigenvalues 
to represent a face instead of the manipulating the 10000 
values contained in a 100x100 image. Not only is this 
computationally less demanding but the fact that the 
recognition information of several thousand. 

 
 
 
 
 
 
 
 
 
 

 
Figure2. Face detection system 

IV.  EIGENFACE 

In mathematical terms, this is equivalent to finding the 
principal components of the distribution of faces, or the 
eigenvectors of the covariance matrix of the set of face 
images, treating an image as a point (or vector) in a very 
high dimensional space. The eigenvectors are ordered, 
each one accounting for a different amount of the 
variation among the face images. 

These eigenvectors can be thought of as a set of 
features that together characterize the variation among 
face images. Each image contributes some amount to 
each eigenvector, so that each eigenvector formed from 
an ensemble of face images appears as a sort of ghostly 
face image, referred to as an eigenface. Each eigenface 
deviates from uniform gray where some facial feature 
differs among the set of training faces; collectively, they 
map of the variations between faces. 

Because eigenfaces will be an orthonormal vector set, 
the projection of a face image into “face space”. An 
image or signal is projected onto an orthonormal basis set 
of sinusoids at varying frequencies and phase. Each 
location of the transformed signal represents the 
projection onto a particular sinusoid. The original signal 

or image can be reconstructed exactly by a linear 
combination of the basis set of signals, weighted by the 
corresponding component of the transformed signal. 

If the components of the transform are modified, the 
reconstruction will be approximate and will correspond to 
linearly filtering the original signal. This transform is 
non-invertible called the eigenface transform, in the sense 
that the basis set is small and can reconstruct only a 
limited range of images. The transformation will be 
adequate for recognition to the degree that the “face 
space” spanned by the eigenfaces can account for a 
sufficient range of faces. 

The idea of using eigenfaces was partially motivated 
for efficiently representing pictures of faces using 
principal component analysis. Any collection of face 
images can be approximately reconstructed by storing a 
small collection of weights for each face and a small set 
of standard pictures (the eigenpictures). The weights 
describing each face are found by projecting the face 
image onto each eigenpicture. Face recognition, on the 
other hand, should not require a precise, low mean 
squared error reconstruction. 

If a multitude of face images can be reconstructed by 
weighted sums of a small collection of characteristic 
features or eigenpictures, perhaps an efficient way to 
learn and recognize faces would be this: build up the 
characteristic features (eigenfaces) by experience over 
time and recognize particular faces by comparing the 
feature weights needed to (approximately) reconstruct 
them with the weights associated with known individuals. 
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Color 
image V.  APPEARANCE-BASED FACE DETECTION 

In appearance-based approaches is to project face 
images into a linear subspace with low dimensions. The 
first version of such a subspace is the eigenface space 
constructed by the principal component analysis from a 
set of training images. Later, the concepts of eigenfaces 
were extended to eigen features for the detection of facial 
features. A storage problem can occur but it is better 
performance than feature base it is fast, robust and 
relatively simple than feature based approach. Even to the 
same people, the images taken in different surroundings 
may be unlike. So, the problem is so complicated in the 
field of face recognition by computer. 

As a result of this, inaccurate face images can signal a 
smaller error, resulting in an image block with the 
minimum error converging to a wrong face image. 
However, when the search space is reduced to a smaller 
size, the intended results can be achieved in most cases.  

The detection process could be tuned to the particular 
task at hand. There are four particular parameters that can 
be modified to provide better results; the scale factor, the 
minimum number of neighbouring detections, the 
minimum detectable feature size and whether to include 
canny pruning or not. All these parameters would be 
described in the context of face detection. Parameters for 
detection of other features follow the same principles. 

A difficulty of using PCA as a face classification step 
is due to the inability of properly defining an error 
criterion on face images. As a result of this, inaccurate 
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face images can signal a smaller error, resulting in an 
image block with the minimum error converging to a 
wrong face image. However, when the search space is 
reduced to a smaller size, the intended results can be 
achieved in most cases. The objective of using facial 
features in this system is to localize the image area on 
points are used to define a normalized search space. 
 
A.   Face region detection 
 

Many face detection algorithms have been proposed, 
exploiting different heuristic and appearance- based 
strategies (a comprehensive review is presented in [19]). 
Among those, color-based face region detection gained 
strong popularity, since it enables fast localization of 
potential facial regions and is highly robust to geometric 
variation of face patterns and illumination conditions 
(except colored lighting).  

Skin color alone is usually not enough to detect 
potential face regions reliably due to possible inaccuracy 
of camera color reproduction and presence of non-face 
skin-colored objects in the background. Popular methods 
for skin-colored face region localization are based on the 
connected components analysis [20] and integral 
projection [21]. 
 
B.   Eye position detection 
 

Accurate eye detection is very important in the 
subsequent feature extraction, since the eyes provide the 
baseline information about the expected location of other 
facial features in the proposed system. Most eye detection 
methods exploit the observation that eye regions usually 
exhibit sharp changes in both luminance and chrominance, 
in contrast with the surrounding skin. Researchers have 
employed integral projection [22], morphological filters 
[23], edge map analysis [24], and non-skin color area 
detection to find potential eye locations in the facial 
image. 

One eye contour model consists of upper lid curve in 
cubic polynomial, lower lid curve in quadratic 
polynomial, and the iris circle. The iris center and radius 
are estimated by the algorithm developed by Ahlberg [25]. 
It is based on the assumptions that the iris is 
approximately circular and it is dark against the 
background, i.e. the eye white. Conventional approaches 
of eyelid contour detection use deformable contour 
models attracted by high values of luminance edge 
gradient [26]. 
 
C.   Lip contour detection 
 

In most cases, lip color differs significantly from that 
of the skin. An iteratively refined skin and lip color 
models to discriminate lip pixels from the surrounding 
skin. The pixels classified as skin at the face detection 
stage and located inside the face ellipse are used to build 
person-specific skin color histogram.  

The pixels with low values of person specific skin 
color histogram, located at the lower face part are used to 

estimate the mouth rectangle. Then, skin and lip color 
classes are modeled by two-dimensional Gaussian 
probability density functions in (R/G,B/G) color space . 

Based on the pixel values of the lip function image, 
the initial mouth contour is roughly approximated by an 
ellipse. The contour points move radically outwards or 
inwards, depending on lip function values of pixels they 
encounter. 
 
D.   Nose contour detection 
 

The representative shape of nose side has already been 
exploited to increase the robustness, and its matching to 
the edge and dark pixels has been successful in [27] and 
[28]. However, in cases of blurry picture or ambient face 
illumination, it becomes more difficult to utilize the weak 
edge and brightness information. 
 
E.   Chin and cheek contour detection 
 

Deformable models [29] have been proved to be an 
efficient tool for chin and cheek contour detection. 
However, the edge map, which is the main information 
source for the face boundary estimation, results in very 
noisy and incomplete face contour information in several 
cases. A subtle model deformation rule derived from the 
general knowledge on human face structure must be 
applied for accurate detection [29]. 

VI.  EXPERIMENTAL RESULTS AND ANALYSIS 

Some examples of the detected facial feature on the 
original images are shown in figure 3. Eye feature points 
are shown by black crosses, nose feature points are 
shown by black crosses while mouth feature points are 
shown by white crosses.  

Figure 3(a) is a bright frontal face image whereas 
Figure 3(b) is a frontal face image with glasses causing 
bright reflections. A half frontal face image is shown in 
Figure 3(c). A randomly selected image of two faces is 
shown in Figure 3(d).  

Accurate results are reported in the first, third, and the 
fourth image while slightly inaccurate eye feature points 
have been detected in the second case. Bright reflections 
caused by glasses in the second image have led to errors 
in the eye detection process. 

Face detection results are shown in Figure 4. The 
experiments were carried out on test images taken from 
the internet and various other randomly selected sources. 
We noted that the slight inaccuracies occurred in the 
facial feature extraction process did not affect the 
performance of face detection.  

The processing time may be seriously reduced by 
algorithms and their implementation optimization, which 
have not yet performed. The detection results are used in 
the system to achieve satisfactory face models. Also, the 
results can play a crucial role in feature-based face 
recognition system. 
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Figure 3. Facial feature extraction results 
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Figure 4. Face detection results 

VII.  CONCLUSION 

Face detection using facial features and Eigen faces 
theory is presented. Using a facial feature extraction step 
prior to performing PCA analysis helps to address two 
requirements for this system. The performance of the 
system can be improved by extending the face 
classification step towards a two-class classification 
problem with the use of a carefully chosen set of non-
faces as the second class. In this system, a total number of 
400 face images were used as the set of training images 
taken from the internet and the various other randomly 
selected sources. The 200 images training set is a 
collection of 100 frontal upright images, 50 frontal 
images with glasses and 50 slightly rotated face images 
selectively chosen from the internet. The scope of this 
paper is confined to a limited range of illumination 
variations. To enhance the robustness of face detection, 
an efficient method of illumination compensation needs 
to be employed. In future research, it will be of interest to 
analyse the active intensity patterns under various 
illumination conditions. 
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