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Abstract—Perceiving human faces and modeling the distinctive features of human faces that contribute most towards face recognition are some of the challenges faced by computer vision and psychophysics researchers. There are many methods have been proposed in the literature for the facial features and gender classification. However, all of them have still disadvantage such as not complete reflection about face structure, face texture. The features set is applied to three different applications: face recognition, facial expressions recognition and gender classification, which produced the reasonable results in all database. In this paper described two phases such as feature extraction phase and classification phase. The proposed system produced very promising recognition rates for our applications with same set of features and classifiers. The system is also real-time capable and automatic.

Index Terms—Face Recognition, Facial Expression, Gender Classification, Feature Extraction, Eigen faces.

I. INTRODUCTION

In the last several years, various feature extraction and pattern classification methods have been developed for gender classification. Emerging applications of computer vision and pattern recognition in mobile devices and networked computing require the development of resource limited algorithms. Perceived gender classification is a research topic with a high application potential in areas such as surveillance, face recognition, video indexing, and dynamic marketing surveys.

Moghaddam and Yang [1] introduced the best gender recognition algorithm in terms of reported classification rate. They adopted an appearance-based approach with a classifier based on a Support Vector Machine with Radial Basis Function Kernel (SVM+RBF)[1]. They reported a 96.6 percent recognition rate for classifying 1,775 images from the FERET database using automatically aligned and cropped images and a fivefold cross validation.

Previous simulations by Fleming and Cottrell [2], using masking of bottom and top face areas, with a more computationally demanding nonlinear approach, were not strikingly accurate for sex classification under either masking condition, but showed better performance on the top portion of the face. When the top of the face was masked the model was 29% correct, and when the bottom of the face was masked the model was 55% correct. However, this relatively low performance could be attributed, at least partially, to the great variation of training stimuli, which included non-face images. One possible reason for the difference found between top and bottom conditions is that the Fleming and Cottrell stimuli included the hair and thus provided more variation in the lower portion of the image, particularly for female faces.

Previous studies of facial area contribution to sex classification by human subjects from photographic images have used several approaches: presenting features (or a combination of features) in isolation [3,4] masking features [5,4] and replacing features within a full image [3,6]. In some cases, the studies have used individual photographic images, and in other cases, male and female prototypes have been created using various averaging techniques. These studies have produced varying results. Differences obtained between tests of features in isolation and substitution of features have been attributed to the role of configuration in facial tasks [3,4]. For example, although the nose alone provides little information, masking it diminishes the total amount of configural information perceived. In general, these studies indicate that the isolated areas contributing the most to sex classification are: the eye region (particularly the eyebrows), and the face outline (particularly the jaw).

Human facial image processing has been an active and interesting research issue for years. Since human faces provide a lot of information, many topics have drawn lots of attentions and thus have been studied intensively. The most of these is face recognition [7]. Other research topics include predicting feature faces [8] reconstructing faces from some prescribed features [9].

Gender classification is important visual tasks for human beings, such as many social interactions critically depend on the correct gender perception. As visual surveillance and human-computer interaction technologies evolve, computer vision systems for gender classification will play an increasing important role in our lives [10].

Gender classification is arguably one of the more important visual tasks for an extremely social animal like us humans many social interactions critically depend on the correct gender perception of the parties involved. Arguably, visual information from human faces provides one of the more important sources of information for gender classification. Not surprisingly, thus, that a very large number of psychophysical studies has investigated gender classification from face perception in humans [11].

The usual assumptions (behind inductive learning) may not hold for many applications. For example, if the input values of the test samples are known (given), then an appropriate goal of learning may be to predict outputs...
only at these points. This leads to transduction formulation [12].

This paper is organized into several sections. In Section 2, we present the related work. Section 3 describes the algorithm for feature extraction. And Section 4 also describes the method for gender classification of human faces. Experimental results are shown in Section 5. Finally, we give a conclusive remark in Section 6.

II. RELATED WORK

The detection of face and facial features has been receiving researchers’ attention during past a few decades. The ultimate goal has been to develop algorithms equal in performance to human vision system. In addition, automatic analysis of human face images is required in many fields including surveillance and security, human computer interaction (HCI), object-based video coding, virtual and augmented reality, and automatic 3-D face modeling.

Face detection is the first important step in many face image processing applications. Although a lot of work has been done on detecting frontal faces much less effort has been put into detecting faces with large image-plane or depth rotations. Most templates used in face detection are whole-face templates. However, such templates are ineffective for faces significantly rotated in depth. Y. Zhu and F. Cutu [22] proposed to use half-face templates to detect faces with large depth rotations. Their experimental results show that half-face templates significantly outperform whole-face templates in detecting faces having large out-plane rotations and performs as well as whole-face templates in detecting frontal faces.

In facial feature extraction, local features on face such as nose, and then eyes are extracted and then used as input data. And it has been the central step for several applications. Various approaches have been proposed in this chapter to extract these facial points from images or video sequences of faces. The basically of approaches are come as follow [13]:

A. Geometry-based

Generally geometry-based approaches extracted features using geometric information such as relative positions and sizes of the face components. Technique proposed by Kanade [14], localized eyes, mouth and the nose using vertical edge map. Nevertheless these techniques require threshold, which, given the prevailing sensitivity, may adversely affect the achieved performance.

B. Template-based

This approach, matched facial components to previously designed templates using appropriate energy functional. The best match of a template in the facial image will yield the minimum energy. Proposed by Yuille et al [15] these algorithms require a priori template modeling, in addition to their computational costs, which clearly affect their performance. Genetic algorithms can be proposed for more efficient searching times in template matching.

C. Color segmentation techniques

This approach makes use of skin color to isolate the face. Any non-skin color region within the face is viewed as a candidate for eyes and/or mouth. The performance of such techniques on facial image database is rather limited, due to the delivery of ethnical backgrounds [16].

D. Appearance-based approaches

The concept of “feature” in these approaches differs from simple facial features such as eyes and mouth. Any extracted characteristic from the image is referred to a feature. Methods such as principal component analysis (PCA), independent component analysis (LDA), and Gabor wavelets [17] are used to extract the feature vector. These approaches are commonly used for face recognition rather than person identification.

Table I, shows all techniques in finding the facial features and compare them by the number of features extracted. As we can see there, most of techniques except of the hybrid one which are not included here, are using still images as an input and the user’s images are frontal so we don’t use the template-based. As mentioned in introduction, it is so time consuming to using the appearance-based approaches cause of training part which is take the long time.

Also we couldn’t use the color-based approaches, because just working when the eyes are visible; it means that it doesn’t give good results in different expression. T.Okabe and Y. Sato [23] proposed an appearance-based method for object recognition under varying illumination conditions. It is know that images of an object under varying illumination conditions lie in a convex cone formed in the image space. In addition, variations due to changes in light intensity can be canceled by normalizing images. Based on these observations, they proposed method combines binary classifications using discriminant hyper planes in the normalized image space. For obtaining these hyper planes, they compared Support Vector Machine (SVM), which has been used successfully for object recognition under varying poses, and Fisher’s linear discriminant (FLD). They had conducted a number of experiments by using the Yale Face Database B and confirmed the SVMs are effective also for object recognition under varying illumination conditions.
TABLE I. TECHNIQUES OF FACIAL FEATURE

<table>
<thead>
<tr>
<th>Z Author</th>
<th>Technique</th>
<th>No. of feature</th>
<th>Video/ still-frontal/ rotate</th>
</tr>
</thead>
<tbody>
<tr>
<td>T. Kanade, 1997</td>
<td>Geometry-based</td>
<td>Eye, the mouth and the nose</td>
<td>Still-frontal</td>
</tr>
<tr>
<td>A. Yuille, D. Cohen, and P. Hallinan, 1998</td>
<td>Template-based</td>
<td>Eyes, the mouth, the nose and eyebrow</td>
<td>Still-frontal</td>
</tr>
<tr>
<td>C. Chang, T.S. Huang, and C. Novak, 1994</td>
<td>Color-based</td>
<td>Eyes and/or mouth</td>
<td>Still and video-frontal initially in a near frontal position and therefore both eyes are visible</td>
</tr>
<tr>
<td>Y. Tian, T. Kanade, and J.F. Cohn, 2002</td>
<td>Appearance-based approaches</td>
<td>Eyes and mouth</td>
<td>Still-frontal and near frontal with different expression</td>
</tr>
</tbody>
</table>

III. FEATURE EXTRACTION

As mentioned previously, eyes, nose, and mouth are the most significant facial features on a human face. In order to detect facial feature candidates properly, the unnecessary information in a face image must be removed in advance. The first stage is cropping the face area as soon as the picture is taken from the webcam; the second part of preprocessing is prepared by resizing that cropped image.

To adjust the contrast and brightness of the image in order to remove noises built-in MATLAB function are used then it is converted to the gray scale image, because the corner detector can only be applied on gray level.

The Principal Component Analysis (PCA) can do prediction, redundancy removal, feature extraction, data compression, etc. Because PCA is a classical technique which can do something in the linear domain, applications having linear models are suitable. Principal Component Analysis is a suitable strategy for feature extraction because it identifies variability between human faces, which may not be immediately obvious. Principal Component Analysis does not attempt to categorize faces using familiar geometrical differences, such as nose length or eyebrow width. Instead, a set of human faces is analyzed using PCA to determine which ‘variables’ account for the variance of faces. In facial feature, these variables are called eigenfaces because when plotted they display a ghostly resemblance to human faces.

Although PCA is used extensively in statistical analysis, the pattern recognition community started to use PCA for classification only relatively recently. Principal Component Analysis is concerned with explaining the variance covariance structure through a few linear combinations of the original variables. Perhaps PCA’s greatest strengths are in its ability for date reduction and interpretation. Let us consider the PCA procedure in a training set of M face images.

Let a face image be represented as a two dimensional N by N array of intensity values, or a vector of dimension $N^2$. Then PCA tends to find a M-dimensional subspace whose basis vectors correspond to the maximum variance direction in the original image space. This new subspace is normally lower dimensional ($M << M < N^2$) [18].

New basis vectors define a subspace of face images called face space. All images of known faces are projected onto the face space to find sets of weights that describe the contribution of each vector. By comparing a set of weights for the unknown face to sets of weights of known faces, the face can be identified. PCA basis vectors are defined as eigenvectors of the scatter matrix $S$ defined as:

$$S = \sum_{i=1}^{M} (x_i - \mu)(x_i - \mu)^T$$  \hspace{1cm} (1)$$

where $\mu$ is the mean of all images in the training set and $x_i$ is the $i^{th}$ face image represented as a vector $i$. The eigenvector associated with the largest eigenvalue is one that reflects the greatest variance in the image. That is, the smallest eigenvalue is associated with the eigenvector that finds the least variance.

A facial image can be projected onto $M' (<< M)$ dimensions by computing

$$\Omega = [v_1v_2...v_M]^T$$  \hspace{1cm} (2)$$

The vectors are also images, so called, eigen images, or eigenfaces. They can be viewed as images and indeed look like faces. Face space forms a cluster in image space and PCA gives suitable representation.

These operations can also be performed occasionally to update or recalculate the Eigen faces as new faces are encountered. Having initialized the system, the following steps are then used to classify new face images:

1. Calculate a set of weights based on the input image and the M Eigen faces by projecting the input image onto each of the Eigen faces.
2. Classify the weight pattern to classify the age.
3. (Optional) Update the Eigen faces and/or weight patterns.
In the gender classification task, the age of the subject is predicted based on the minimum Euclidean distance between the face space and each face class.

IV. GENDER CLASSIFICATION OF HUMAN FACES

The gender classification procedure is described in this section. Features extraction deals with extracting features that are basic for differentiating one class of object from another. First, the fast and accurate facial features extraction algorithm is developed. The training positions of the specific face region are applied. The extracted features of each face in database can be expressed in column matrix shown in figure 1.

The first step in the gender classification is image acquisition that is to acquire input face image. The step deals with preprocessing that image, after the face image has been obtained. The key function of preprocessing is to improve the image in ways that increase the chances for success of the other processes.

For general, it contains removing noise, and isolating regions whose texture indicates a likelihood of alphanumeric information.
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A. Acquisition of Images

The quality of image is varied because of change of illumination conditions depending on the place where the system was installed or time progress. Estimation results become unstable because of this variation. So, when illumination conditions changed, in order to cope with the problem, following parameter adjustments are required [19].

B. Camera parameters

An adjustment dialog of the camera driver mounted in the system can adjust parameters inside the camera. In this function, parameters such as white balance, brightness, color tone, and so on can be adjusted for obtaining the stable quality of image. Generation of unnecessary shadow and saturation in the face region of the captured image can be avoided using this function [19].

C. Nearest Neighbors classification

One of the most popular non-parametric techniques is the Nearest Neighbor classification (NNC). NNC asymptotic or infinite sample size error is less than twice of the Bayes error [20]. NNC gives a trade-off between the distributions of the training data with a priori probability of the classes involved [21].

KNN (Kth nearest neighbor classifier) classifier is easy to computer and very efficient. KNN is very compatible and obtain less memory storage. So it has good discriminative power. Also, KNN is very robust to image distortions (e.g., Rotation, illumination). So this paper can produce good result by combining (PCA and KNN).

Euclidian distance determines whether the input face is near a known face. The problem of automatic face recognition is a composite task that involves detection and location of faces in a cluttered background, normalization, recognition and verification.

D. Pattern matching

Pattern matching is used to select the correct feature points from the feature point candidates [154]. The correct pupil candidates among those detected by the blob detector were identified by fitting the entire frame model using energy minimization. However, the edge presence was considered as a prerequisite, and this technique is by no means robust to illumination deviations and face direction variations. Other drawbacks include the high cost of convergence computations and the dependence of detection on the initial parameters. Conversely, we have used pattern matching based on the subspace method to identify correct feature points. In pattern matching, it is not necessary to extract edges. It is also robust to noise, since full pattern information is used.

V. EXPERIMENTAL CONDITION

In order to evaluate the performance of the proposed algorithms, about 140 photos of different people with different races (European and Asian). The quality of image is varied because of change of illumination conditions depending on the place where the system was installed or time progress. The hitting ratios of gender classification with 140 persons were 96.3 %.

Algorithms have shown good robustness and reasonable accuracy for the photos from our test set, as shown in Table II. The proposed system has a low complexity and is suitable for real time implementations, such as real time facial animation. The processing time may be seriously reduced by algorithms and their implementation optimization, which have not yet performed.
### Table II.

<table>
<thead>
<tr>
<th>Age</th>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 years</td>
<td>30</td>
<td>11</td>
</tr>
<tr>
<td>20 years</td>
<td>25</td>
<td>15</td>
</tr>
<tr>
<td>30 years</td>
<td>15</td>
<td>5</td>
</tr>
<tr>
<td>40 years</td>
<td>10</td>
<td>6</td>
</tr>
<tr>
<td>50 years</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>60 years</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

- **Gender Prediction**: Female
- **Age Prediction**: Between 20-25 years
- **Actual Age**: 23 years

- **Gender Prediction**: Female
- **Age Prediction**: Between 40-45 years
- **Actual Age**: 43 years

- **Gender Prediction**: Female
- **Age Prediction**: Under 18 years
- **Actual Age**: 4 years

- **Gender Prediction**: Female
- **Age Prediction**: Over 60 years
- **Actual Age**: 65 years

- **Gender Prediction**: Male
- **Age Prediction**: Between 20-25 years
- **Actual Age**: 21 years

- **Gender Prediction**: Male
- **Age Prediction**: Between 40-45 years
- **Actual Age**: 44 years

---

*Figure 2. Some Female Group from Face Databases*

*Figure 3. Some Male Group from Face Databases*
VI. CONCLUSION

A novel and practical facial feature extraction system has been described, which combines good accuracy of feature extraction and gender classification with robustness to images of different quality and picture taking conditions. In this paper, the process of the system is composed of two phases: feature extraction and gender classification. The proposed system has a low complexity and is suitable for real time implementations, such as real time facial animation.
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