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Abstract—A variation on the data-flow model is proposed to use for developing parallel architectures. While the model is a data driven model it has significant differences to the data-flow model. The proposed model has an evaluation cycle of processing elements (encapsulated data) that is similar to the instruction cycle of the von Neumann model. The elements contain the information required to process them. The model is inherently parallel. An emulation of the model has been implemented. The objective of this paper is to motivate support for taking the research further. Using matrix multiplication as a case study, the element/data-flow based model is compared with the instruction-based model. This is done using complexity analysis followed by empirical testing to verify this analysis. The positive results are given as motivation for the research to be taken to the next stage—that is, implementing the model using FPGAs.
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I. INTRODUCTION

The following two quotes are the motivation for the research.

“For more than 30 years, researchers and designers have predicted the end of uniprocessors and their dominance by multiprocessors. During this time period the rise of microprocessors and their performance growth has largely limited the role of multiprocessors to limited market segments. In 2006, we are clearly at an inflection point where multiprocessors and thread-level parallelism will play a greater role...”[1]

“Since real world applications are naturally parallel and hardware is naturally parallel, what we need is a programming model, system software, and a supporting architecture that are naturally parallel. Researchers have the rare opportunity to re-invent these cornerstones of computing, provided they simplify the efficient programming of highly parallel systems.” [2]

Given the need for parallelism, is it not worth looking at previous attempts at parallel models? In the 1970s, the data-flow model was explored with some limited success [3]. This paper explores how to build on some of the concepts of the data-flow model. This new data-driven model has significant differences from the previous data-flow models, as described below, as well as being inherently parallel, which simplifies parallel programming.

As Hennessy [4] has pointed out, implementing a new architecture requires considerable resources. These are unavailable to us. The objective of this paper is to provide some evidence that it is worthwhile taking this research further, in the hope that others may see some potential in collaborating in this research. The method chosen to provide this evidence is to experiment with an example program and assess how the new model is likely to compare with the predominant instruction-based model.

The model is built on theory relating to functions and sets that forms both the basis of the model and a language to express programs. Developing the language is a research project on its own and its justification depends on acceptance of the model. For this reason the focus has been on the model. Understanding programs written in the language only requires an understanding of simple algebraic mathematical expressions. That is sufficient for this paper.

The question is how best to assess the potential of a model given minimal resources. The approach chosen is to compare the model with the instruction-based model in two ways. The first comparison is the cost of data accesses per instruction versus per element processed. By studying the execution loops of each, an argument is made that processing an element is at least as efficient as executing an instruction. This does not give an indication of how they compare when doing real computations and in particular parallel computations. An example is used to explore this aspect, first by comparing the number of instructions to the number of elements processed and then by comparing the instruction-based run-time performance with that of the emulation of an element model.
The paper reports experimental results of simulating some of the behavior of this model. These results suggest that such an architecture's performance scales well with increases in processors. An MPI [5] emulation is used to compute a matrix multiplication with increasing sizes and increasing numbers of processors. Based on given assumptions, an argument is made that an architecture based on this model scales linearly for the example.

The rest of the paper is broken up into three sections. The first given a brief description of the model and compares it with other architectures. The next section describes the research method. The final section evaluates the research and considers how to take the research further.

II. MODEL OF COMPUTATION

A. Basics

In many ways our model is similar to the von Neumann model; however, instead of processing instructions, it processes elements. The elements consist of information that uniquely conveys the meaning of the data as well as a value. This information is used to determine how the element is processed. Processing an element results in zero or more elements being created. The program execution completes when there are no more elements to process. A comparison between the instruction model and element model execution cycle is given below in Table 2.

<table>
<thead>
<tr>
<th>Instruction-model</th>
<th>Element-model</th>
</tr>
</thead>
<tbody>
<tr>
<td>get instruction</td>
<td>get element</td>
</tr>
<tr>
<td>get data</td>
<td>get relation</td>
</tr>
<tr>
<td>perform instruction</td>
<td>apply relation</td>
</tr>
<tr>
<td>store result in memory</td>
<td>push element(s) on queue</td>
</tr>
</tbody>
</table>

Without going into too much detail, given an element \( b=5 \), a relation \( a=-b \) and the steps above the result is the element \( a=-5 \) being created. The question arises as to how one deals with an expression of the form \( a=b+c \) as the model only processes elements. This relation can be viewed as the operation + being applied to an element that is a tuple, i.e. \((b,c)\). The way around this is that the elements \( b \) and \( c \) are used to create an element, say \( t \), to which plus can be applied to create \( a \). Thus the expression \( a=b+c \) is broken up into:

\[
t = \kappa b \quad t = \kappa c \quad a = +t
\]

where the operation \( \kappa \) to create the zeroth part of the tuple and \( \kappa \) is to create the first part of the tuple. Alternatively it may be expressed as:

\[
b \rightarrow t \quad c \rightarrow t \quad t \rightarrow a
\]

Table 3 illustrates the computation given for \( c=3 \), \( b=5 \).

Table 3: Evaluation of \( a=b+c \)

<table>
<thead>
<tr>
<th>Element Step Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>( c = 3 ) 1 pop element</td>
</tr>
<tr>
<td>2 apply ( c \rightarrow t )</td>
</tr>
<tr>
<td>( t ) not found in hash table</td>
</tr>
<tr>
<td>3 ( t = 3 ) in hash table</td>
</tr>
<tr>
<td>( b = 5 ) 1 pop element</td>
</tr>
<tr>
<td>2 apply ( b \rightarrow t )</td>
</tr>
<tr>
<td>( t ) found in hash table ( \text{joint} = 5 ) joined with ( t = 3 )</td>
</tr>
<tr>
<td>3 ( t = (5,3) ) push on queue</td>
</tr>
<tr>
<td>( t = (5,3) ) 1 popped off the stack ( t \rightarrow a ) is used</td>
</tr>
<tr>
<td>2 ( a = +(5,3) = 8 )</td>
</tr>
<tr>
<td>3 ( a = 8 ) push on queue</td>
</tr>
<tr>
<td>( a = 8 ) 1 popped off the stack ( t \rightarrow a ) is used</td>
</tr>
<tr>
<td>2 no relation</td>
</tr>
<tr>
<td>3 no element created</td>
</tr>
</tbody>
</table>

A similar process allows one to decompose any number of binary or unary operations into a number of expressions consisting of one unary operation.

Describing any meaningful computation requires selection. The if operation is used to express selection. Here is an example of how it is used.

\[
z = x - y \text{ if } x > y \]
\[
z = x \text{ if } x \leq y
\]

The trick used here is to treat if as an operation. As in the C programming language, ? is used to denote if. We can express the first line as a graph, illustrated in Figure 1 and as a sequence of expressions and relations in Table 4. The evaluation of these relations for \( x=3 \) and \( y=10 \) is shown in Table 5. Computing the expression \( z = x \text{ if } x \leq y \) results in the creation of the element \( z = 3 \).

Finally to provide a complete computational model, repetition needs to be addressed. The following example of summation illustrates how to achieve this.

\[
x_0 = 0
\]
\[
x_{i+1} = x_i + n_i
\]
\[
a = x_i \text{ if } n_i = \text{end of line}
\]
The expression $s_{i+1} = s_i + n_i$ is used to describe how iteration is achieved. Indices are introduced that do not have bounds. This expression is an infinite graph as shown in Figure 2.

Table 6: Primitive expressions for $s_{i+1} = s_i + n_i$

<table>
<thead>
<tr>
<th>expression</th>
<th>relation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_1 = s$</td>
<td>$s \rightarrow t_1$</td>
</tr>
<tr>
<td>$t_1 = n$</td>
<td>$n \rightarrow t_1$</td>
</tr>
<tr>
<td>$t_2 = + t_1$</td>
<td>$t_1 \rightarrow t_2$</td>
</tr>
<tr>
<td>$s = [+1]_0 t_2$</td>
<td>$t_2 \rightarrow s$</td>
</tr>
</tbody>
</table>

where $[+1]_0$ indicates add one to index zero. \(^1\)

The expression $s_{i+1} = s_i + n_i$ is used to describe how iteration is achieved. Indices are introduced that do not have bounds. This expression is an infinite graph as shown in Figure 2.

An evaluation of these relations for $s_0=0$, $n_0=3$, $n_1=7$ and $n_2=13$ is shown in Table 7.

Table 7: Evaluation of Summation

<table>
<thead>
<tr>
<th>Element</th>
<th>Expression</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s_0 = 0$</td>
<td>$s \implies s$</td>
<td>$t_1 = 0$</td>
</tr>
<tr>
<td>$n_0 = 3$</td>
<td>$n \implies n$</td>
<td>$t_1 = 3$</td>
</tr>
<tr>
<td>$t_1 = (0, 3)$</td>
<td>$t_2 = + t_1$</td>
<td>$t_2 = 3$</td>
</tr>
<tr>
<td>$t_2 = 3$</td>
<td>$s = [+1]_0 t_2$</td>
<td>$s_1 = 3$</td>
</tr>
<tr>
<td>$t_1 = 3$</td>
<td>$t_2 = + t_1$</td>
<td>$t_2 = 10$</td>
</tr>
<tr>
<td>$t_2 = 10$</td>
<td>$s = [+1]_0 t_2$</td>
<td>$s_2 = 10$</td>
</tr>
<tr>
<td>$t_1 = 7$</td>
<td>$t_1 = 3$</td>
<td></td>
</tr>
<tr>
<td>$t_1 = 7$</td>
<td>$t_1 = 3$</td>
<td></td>
</tr>
<tr>
<td>$n_1 = 3$</td>
<td>$n_1 = 7$</td>
<td></td>
</tr>
<tr>
<td>$t_1 = (3, 7)$</td>
<td>$t_2 = + t_1$</td>
<td>$t_2 = 10$</td>
</tr>
<tr>
<td>$t_2 = 10$</td>
<td>$s = [+1]_0 t_2$</td>
<td>$s_2 = 10$</td>
</tr>
<tr>
<td>$t_1 = 13$</td>
<td>$n_2 = 13$</td>
<td></td>
</tr>
<tr>
<td>$t_2 = 13$</td>
<td>$t_1 = 13$</td>
<td></td>
</tr>
<tr>
<td>$t_2 = 13$</td>
<td>$t_1 = 13$</td>
<td></td>
</tr>
<tr>
<td>$t_2 = 23$</td>
<td>$t_1 = 13$</td>
<td></td>
</tr>
<tr>
<td>$t_2 = 23$</td>
<td>$s = [+1]_0 t_2$</td>
<td>$s_3 = 23$</td>
</tr>
</tbody>
</table>

The expression $s_{i+1} = s_i + n_i$ is used to describe how iteration is achieved. Indices are introduced that do not have bounds. This expression is an infinite graph as shown in Figure 2.

For simplicity we have not gone into the detail of how any number of indices is handled. Note that the index operation is explicitly specified and thus the index does not need to be captured as part of a relation.

1 For simplicity we have not gone into the detail of how any number of indices is handled. Note that the index operation is explicitly specified and thus the index does not need to be captured as part of a relation.

The processor takes elements off the queue and loops through the relations indexed by the element name. The processor applies the operation in each relation to the values of the element. If the operation is defined, a new element is created with the range element name in the
relation and the values or indices resulting from applying the operation. The newly created element is pushed onto the stack. The process continues until there are no more elements to process.

There are three classes of operations: those that result in a new value being computed; those that result in a new index being computed and those that compute a tuple. The paper does not go into the detail of all these operations. The only one requiring a little more detail are the operations that create tuples. The two elements used to create a tuple can come in any order. The first to arrive of the two elements that form a tuple is inserted in the hash table. The second element to arrive is then matched and the tuple is formed. The element name and the indices are used to match the two elements that form the tuple.

The model is inherently parallel as any processor that has the relations to process that element can process any element\(^2\). Thus the element in the unprocessed queue can be distributed across any number of processors.

### B. Comparison with other architectures

The element-based architecture has no instructions. The only other models that do not use instructions are theoretical models like the Turing Machine. Data-flow architectures do not have instructions executed in a sequential order like the von Neumann. However, the nodes are typically referred to as firing instructions. Even so, data-flow architectures come close in terms of shifting the emphasis from executing instructions to processing data\(^{[6,7,8]}\).

As with data-flow, element-based model programs can be viewed as graphs. The big difference is that the data-flow graphs are finite and allow for cycles, whereas in the element model programs, the graphs can be infinite and acyclic. A data-flow program is stored as a graph with pointers to the nodes in memory, restricting the graph to being finite and thus cyclic. A data-flow program cannot be represented by an infinite graph as can be done with the element-based approach. The element model achieves this by expressing the graph using classes of relations that represent infinitely many nodes and edges and not representing the graph as nodes and pointers in memory.

The unique aspect of this model is that values are not referenced by memory addresses, but rather, the semantic information required to process the elements is kept together with values. The processor determines how to process the value based on the element name and indices. In the von Neumann model it is an instruction that determines how the value will be processed. In the data-flow it is the instruction that gets fired when the required values arrive at a node.

Like the von Neumann model, the element model has a simple three step execution cycle but instead of executing the next instruction, the next element on the queue is processed. There is no concept of the program counter and hence the state of the program execution is determined by active elements that are on the queue of elements waiting to be processed. This contrasts with the von Neumann model, where the program counter and the contents of memory capture the state, or the data-flow model where the state is determined by the state of the nodes.

The data-flow model allows for parallelism in that any number of nodes can fire simultaneously. However there are a number of limitations. The cycles in the graph limit the degree to which available values can be processed. Either starting the next cycle has to wait for the previous cycle to finish or there has to be some mechanism for differentiating between cycles. The nodes are stored in memory that restricts the evaluation of values to take place in the processor where the nodes are stored. The element model is able to process all the active elements in any order and any number at the same time, limited only by the number of processors.

Being able to process elements in this way facilitates parallelism for a number of reasons. Processing an element is independent of other active elements and hence of the state of the program, thus any processor that has access to the relations associated with an element can process that element. The exception is forming tuples that requires a mechanism to handle that the two components of the tuple need to access the same hash table. It does come at a cost and that is an aspect that this research attempts to evaluate.

The element model is a functional one, yet different from current models. Instead of expressing and evaluating a program as a function that gets applied to values, a program is a set of algebraic expressions of relations between sets of elements. Such a relation defines the mapping between the elements of the two sets. A relation and an element in its domain are used to create an element in the range. Thus a relation, such as

\[ a = f(b), \]

and an element in the domain, e.g.

\[ b = (5,3), \]

are enough to determine the element

\[ a = 8. \]

An element consists of an identifier (name and indices) and a value. The element name is used to establish for which relations the element is a member of its domain. When a new element is created, the relation determines what the identifier is and what operation has to be applied to determine the value of the new element.

Identifiers are used in a different way. Most languages typically express a function such as square something like \( \text{square}(x) = x^2 \).

\(^2\) Except in the case where a tuple operation is involved, where the semantic information of the element is used to redirect this operation to where its partner will be directed to.
In this example the variable identifier \( x \) has no significance other than that it represents the value passed to the function. The variable \( x \) can be used in the definition of other functions and using the same variable does not imply any relationship between these functions and the function \( \text{square} \). An element example of a relation is

\[
\text{volume} = \text{area} \times \text{height}. \tag{8}
\]

Here the meaning of \( \text{area} \) is not confined to this relationship. Hence using the same identifier in another relation relates the two relations. For example if there is another relation

\[
\text{area} = \text{length} \times \text{breadth}, \tag{9}
\]

then \( \text{area} \) refers to the same entity in both relations. Whereas the functional approach sees the function \( \text{square} \) as the mapping

\[
\mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R},
\]

the element-based relation describing \( \text{volume} \) is viewed as the mapping

\[
\text{area} \times \text{height} \rightarrow \text{volume}. \tag{10}
\]

The variable \( x \) has no significance once the function \( \text{square} \) has been computed. The element \( \text{area} \) has a life independent of the relation that created it and its meaning holds for the entire computation.

Since the meaning of an element holds for the entire computation, the order in which it is processed is not important. This property enables elements to be processed in any order as well as on different processors, facilitating parallel processing. This property also helps with programming. The programmer does not need to have to design the order in which the execution takes place and, more important, does not need to design the coordination between the processes. Since the meanings of elements are static, relations also are. This is unlike instruction-based programming where the programmer needs to take into account that a statement has different meanings as different values are iterated through it.

Given that in any program one is limited to a finite number of identifiers, this suggests that one is limited to a fixed number of elements and computations. Both instructional and functional models get around this by reusing identifiers. The element-based model overcomes this limitation by having element identifiers consisting of a name and indices. For practical purposes, this enables infinitely many unique element identifiers. By using implied universal quantifiers this enables any algebraic expression, such as

\[
S_{i+1} = S_i + n_i, \tag{11}
\]

to define infinitely many relations, called a class relation, and to be able to process an unlimited number of elements. The name part of the identifier identifies the class relation and the indices instantiate a particular relation to process that element.

The element-based approach does not use indices in the same way as the instruction-based model. An index is part of the element identifier and not an offset into some fixed memory. The element name and indices provide the semantic information required to process the element and thus this avoids having to use addressing to access data. The other advantage is that elements are never altered: they are created, processed and discarded; hence there are no cache memory writes. Again this facilitates distribution across processors.

The element model is computationally equivalent to the instruction model as it can implement a Turing machine. A series of examples, such as sorts and pattern matching, have been successfully implemented. Like with any model some algorithms are better suited to the element model. The purpose of this research is to explore how the element model is likely to perform for the specific case of simple matrix multiplication. The reason this case has been chosen is that it is a tightly coupled computationally intensive example.

### III. RESEARCH APPROACH

What is the best way to evaluate the proposed model, especially only having von Neumann hardware available? The success of the model depends on it being able to compete head on with current technology. For this reason, the choice was made to do a direct comparison with the instruction-based model. Since the research is around finding better models for parallel computing, the case study needs to focus on this aspect. Experiments were run on a cluster as this was the only resource available. An MPI emulation was used for running the element based programs. A comparison is made between a MPI C program and an element-based program.

The model is evaluated in 3 ways: ease of programming; use of resources; and performance. The evaluation of the model is done on a number of levels. An important one is how easy it is to write programs. As the language has not been discussed in detail, a brief comparison is given. The next level is a complexity analysis of the resources required, looking at memory requirements and number of instructions executed and how this scales with the number of processors. Data collected in the emulation of the element-based model is used to verify the analysis. Finally a study is made of how the runtimes of the two programs compare as the size of the matrix and the number of processors increases.

At the end of the day what matters is whether the element-based model has the potential to out-perform the current technologies, and in particular, scale better with the number of processors.

#### A. The programs

To make a fair comparison and facilitate the analysis, the approach was to use the most basic design of the program for both cases. The algorithm for matrix multiplication of \( A = B \times C \) is simple:

\[
\begin{align*}
&\text{for } i = 0 \text{ to } m-1 \\
&\quad \text{for } j = 0 \text{ to } n-1 \\
&\quad \quad \text{for } k = 0 \text{ to } p-1 \\
&\quad \quad \quad \text{\( a_{ij} = a_{ij} + b_{ik} \times c_{kj} \) }
\end{align*}
\]
where $n_c$ and $n_r$ are the number of columns and rows.

This can be expressed as a simple C program as follows:

```c
for (row=0; row<NoRows; row++)
  for (col=0; col<NoCols; col++)
    A[row][col] = B[row][k] * C[k][col];
```

Figure 4: C Matrix Multiplication Code

In the case of the element base program one can almost use the expression as is. However to make the program more explicit we expand the above expression to:

\[
A_{i,c,j} = \sum_{k=0}^{n_c-1} B_{i,k} \cdot C_{k,j}
\]

and further develop it to:

\[
A_{i,c,j} = B_{i,k} \cdot C_{k,j} \quad \text{for} \quad k \in [0,n_r-1]
\]

The “assembly” code is given in Figure 4.

```c
b b30 xins 2 n-1
b30 b32 xnsflt 2 0
a30 b50 xsub 2 1
c c50 xins 0 n-1
c30 c82 xnsflt 0 0
a30 xfltl 1
c82 c80 xsub 0 1
a31 a31 mh 1
a32 a32 xfltl 1 n-1
a33 a33 xfltl 1 n-1
a34 a34 xsub 1 1
a35 a35 xfltl 1
a36 a37 xsub 1 0
a32 a32 xfltl 1 0
a37 a37 xfltl 1 1
```

Figure 4: Element based assembly code

The two programs appear similarly complex, but we now need to look at the parallel versions. In the case of the C program we chose to distribute the computation of each element of $A[r,c]$ to a processor as outlined below.
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The assembly code generated by the parallel version of the C program ran to 600 odd lines and 20 lines for the slave. A small sample is given in Figure 7. Comparing the element-based code with the C code, there is a close mapping between the element program and the low level machine code, in contrast to the instruction-based model. In the element-based model the semantic gap between the high-level program and the machine code is small resulting in a small amount of machine code. The second aspect is that the element-based program does not need to be altered to run on a parallel architecture. It is inherently parallel.

![Figure 6: Parallel MPI Matrix Multiplication Program](image)

### B. Complexity Analysis

The complexity of the instruction-based model can be measured in terms of the number of instructions, whereas for the element-based model, elements can be used. A starting point is to show that the complexity of the element-based model is at least equivalent, if not better, than the instruction-based model for the matrix example. Having established that the complexity of the element-based model is comparable with the instruction model, the focus can turn to a comparison between the execution times and scalability with increased number of processors.

The analysis is a waste of time if processing an element is clearly vastly more expensive than executing an instruction. On the basis of the instruction cycle versus the element cycle, creating an element is argued to be at least as efficient as processing an element. Consider each step in the cycle.

Accessing/storing elements from/to hardware queues should give the element-based approach a major advantage over having to read/write data from/to memory. The element-based approach has the potential of being able to delay paging to access relations until there is enough demand. Except for tuples, information is only read, eliminating the need for cache block write-back. Any number of elements can be processed in parallel, as there are no dependencies between them. This scaling factor has the potential to far exceed any pipelining approach of the instruction model. Even though it is not clear what the full cost of performing the tuple operation will be, this seems a reasonable initial assumption that the cost of creating an element is likely to be better than performing an instruction.

![Figure 7: Sample of assembly code for MPI program](image)
Table 8: Comparison of memory accesses

<table>
<thead>
<tr>
<th>Step</th>
<th>Instruction-based</th>
<th>Element-based</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>get instruction</td>
<td>pop element</td>
</tr>
<tr>
<td></td>
<td>memory access</td>
<td>stack register</td>
</tr>
<tr>
<td></td>
<td>cache/page faults</td>
<td>none</td>
</tr>
<tr>
<td>2</td>
<td>get data</td>
<td>get relation</td>
</tr>
<tr>
<td></td>
<td>memory/register</td>
<td>memory</td>
</tr>
<tr>
<td></td>
<td>cache/page faults</td>
<td>cache/page faults</td>
</tr>
<tr>
<td>3</td>
<td>perform instruction</td>
<td>evaluate relation</td>
</tr>
<tr>
<td></td>
<td>exception branch inst</td>
<td>exception tuple op</td>
</tr>
<tr>
<td></td>
<td>cache/page fault</td>
<td>cache/page fault</td>
</tr>
<tr>
<td>4</td>
<td>store</td>
<td>push element</td>
</tr>
<tr>
<td></td>
<td>memory/register</td>
<td>stack register</td>
</tr>
<tr>
<td></td>
<td>cache/page faults</td>
<td>none</td>
</tr>
</tbody>
</table>

For the analysis, the multiplications of $n \times n$ matrices are compared. The master has an outer loop of 97 instructions and the inner loop is 92. The slave has 79 instructions of which 27 are in the loop. Every time the slave is passed a message it loops $n$ times to compute one element in the resulting matrix resulting in $27n$ instructions. For every entity in the resulting matrix, a message is sent to the slave that is $n^2$ messages. Thus, the number of instructions computed in the slave's loop is $27n^3$. There are 52 instructions remaining in the slave if one excludes the instructions in the slave's loop and the 92 instructions in the inner loop of the master that are executed for each row and column. This gives 144 instructions that are executed $n^2$ times. There are 5 instructions in the outer master loop not in the inner loop that are executed $n$ times and some constant $c$ instructions that are only executed once in the master. Thus the number of instructions executed for a $n \times n$ matrix is $27n^3 + 144n^2 + 5n + c$. This ignores the cost of the calls to MPI subroutines that should result in a significant number of additional instructions that get executed.

Table 9 works out the number of elements processed to be $14n^3 + 7n^2$. It should be no surprise that the number of instruction/operations in both the instruction and element-based programs are of order $n^3$. Even so the number of elements processed, $14n^3 + 7n^2$, is more or less half the number of instructions executed by the instruction-based program, $27n^3 + 144n^2 + 5n + c$. The real issue is what improved performance can be expected by increasing the number of slaves and how the speed scales with increasing number of processors.

Consider the instruction-based C program first. Given $m$ slaves, the calculation of $n^2$ entries of the resulting matrix is distributed to the $m^3$ slaves as these processors become available. Given an ideal environment, in which there are no delays in sending and receiving data, the speed up should be directly related to the number of processors. The purpose of the empirical study is to assess

- what the overhead of the MPI model is on achieving this as well as the cost of transferring the data and
- the weaknesses the instruction-based model has i.e. the memory wall, page faults etc.

The particular program that is used does have a limit on the size of the matrices it can handle. Other aspects that affect the performance are cache faults that can only be measured empirically.

Table 9: Analysis of Elements Processed

<table>
<thead>
<tr>
<th>domain</th>
<th>range</th>
<th>op</th>
<th>number</th>
</tr>
</thead>
<tbody>
<tr>
<td>b</td>
<td>b$0$</td>
<td>xins</td>
<td>$n^2$</td>
</tr>
<tr>
<td>c</td>
<td>c$0$</td>
<td>xins</td>
<td>$n^2$</td>
</tr>
<tr>
<td>b$0$</td>
<td>b$2$</td>
<td>xnftr</td>
<td>$n^2$</td>
</tr>
<tr>
<td>a$0$</td>
<td>a$1$</td>
<td>mult</td>
<td>$n^2$</td>
</tr>
<tr>
<td>a$1$</td>
<td>a$2$</td>
<td>xfrtr</td>
<td>$n^2$</td>
</tr>
<tr>
<td>a$2$</td>
<td>a$3$</td>
<td>xnftr</td>
<td>$n^3$</td>
</tr>
<tr>
<td>a$3$</td>
<td>a$4$</td>
<td>xsub</td>
<td>$n^3$</td>
</tr>
<tr>
<td>a$4$</td>
<td>a$5$</td>
<td>tuple</td>
<td>$n^3$</td>
</tr>
<tr>
<td>a$5$</td>
<td>a$6$</td>
<td>add</td>
<td>$n^3$</td>
</tr>
<tr>
<td>a$6$</td>
<td>a$7$</td>
<td>xfrtr</td>
<td>$n^3$</td>
</tr>
<tr>
<td>a$7$</td>
<td>a</td>
<td>zdel</td>
<td>$n^3$</td>
</tr>
<tr>
<td>a</td>
<td>print</td>
<td>print</td>
<td>$14n^3 + 7n^2$</td>
</tr>
</tbody>
</table>

The same argument holds for the element-based model that the elements can be distributed across the $m$ processors. There are however some advantages in terms of distributing the elements. Elements can be processed in any order and one does not need to synchronize the sending and receiving of elements between processors. The element-based model processes elements rather than accessing data via an address in memory, eliminating this potential cause of page faults. The element-based model does synchronize using a hash table that has potential page fault costs. Part of the empirical study is to get some indication of this cost. In doing the comparison of cost, the following factors need to be taken into account: the

---

1 One processor is used for the master.
cost of emulation and the inability to tailor hardware to suit the element model. Processing an element involves executing 12 emulator C statements. The hardware used to run the comparison is highly optimized for the instruction-based model. The emulator has none of these benefits. Hardware queues and hardware designed to perform tuple hashing would improve the performance.

C. Empirical Study

In the previous section a case is made that, potentially, the element model has significant advantages over the instruction model. However the argument is based on a number of assumptions. This section tries to get some handle on how valid these assumptions are. The runtimes of the instruction-based and the element-based programs are collected for different sizes of matrices and different numbers of processors. These runtimes are compared to assess:

- whether the element-based program execution times are comparable with the instruction-based execution times, given that the code is emulated on an instruction-based computer, and
- whether the element-based model scales better with the number of processors.

An MPI program (see Figure 8) was used to emulate the behavior of the model to give some idea of its possible performance and highlight weaknesses. The results give some indication of the potential performance of an element-based architecture. An evaluation of the experiments is used to assess the validity of the assumptions made in the complexity analysis. On the basis of these results an assessment is made as to whether the element model is worth investigating further.

Experiments were undertaken to assess if there are grounds to support the arguments that an element-based model:

- can be implemented to do a computation such as matrix multiplication,
- performs better without parallelism, and
- scales better with increasing number of processors.

The experiments involve comparing the performance of the emulation of the element-based program and the execution of the C program. The following data is compared:

- the number of elements created with increasing sizes of matrices with a single slave,
- the wall times of both with increasing sizes of matrices with a single processor, and
- the wall times of both for a given size of matrix with increasing number of slaves.

The simple emulator shows that it is possible to implement the model of computation to compute problems such as matrix multiplication. The model does handle the essential primitives i.e. selection, iteration and progression.

The predicted number of elements relates closely to the number of elements processed. The difference with the analysis $14n^3+7n^2$ differs by a factor of $n^2$ shown by Table 10.

<table>
<thead>
<tr>
<th>Size</th>
<th>Predicted</th>
<th>Actual</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>14 070 000,00</td>
<td>14 960 000,00</td>
</tr>
<tr>
<td>110</td>
<td>18 718 700,00</td>
<td>19 916 600,00</td>
</tr>
<tr>
<td>120</td>
<td>24 292 800,00</td>
<td>25 862 400,00</td>
</tr>
<tr>
<td>130</td>
<td>30 876 300,00</td>
<td>32 887 400,00</td>
</tr>
<tr>
<td>140</td>
<td>38 553 200,00</td>
<td>41 081 600,00</td>
</tr>
<tr>
<td>150</td>
<td>47 407 500,00</td>
<td>50 535 000,00</td>
</tr>
</tbody>
</table>

One reason for the discrepancy is an implementation design aspect that results in an additional element being created for each tuple operation. This is not a significant difference and aspects like system calls by the C program can result in similar discrepancies. This result supports the argument that the element-based model will perform better, given the assumption that creating an element is no worse than executing an instruction.

If we look at the execution times for the matrix of 100 by 100 in Table 11 we see that the number of instructions per time unit is 15.5 for the element based technique and 240.8 for the instruction based one. This is roughly 15.5 times slower than the C program. Considering that the emulator has to execute well over twenty instructions for processing each element, it suggests that the assumption, that processing an element is at least equivalent to processing an instruction, may be a reasonable one. If one takes into account that the estimated number of instructions executed is three times the number of elements evaluated, this reduces the gap to just over 5 times slower.

---

4 The equivalent sequential execution in the instruction based form.
while(!stackEmpty)
{
    pop(element);
    new.element = element;
    nextRelation = relationTable[element.id].list;
    numberOfRelations = relationTable[element.id].size;
    for(i=0; i<numberOfRelations; i++)
    {
        new_element.id = relation[nextRelation].id;
        case(relation[nextRelation].op)
        {
            // arithmetic and logical operations
            add:
            {
                new_element.value[0] += element.value[1];
                break;
            }
            ...
            // index operations
            indexAdd:
            {
                new_element.index[relation[nextRelation].param0] += relation[nextRelation].param1;
                break;
            }
            ...
            // if operation
            ifop:
            {
                if(!new_element.value[1])
                    goto skip; // do not create a new element
                break;
            }
            ...
            joinL:
            {
                int found;
                checkHashTable(newElement, found);
                if(!found) goto skip;
                break;
            }
            ...
            processSlave =
            {
                slave_mapping(newElement.index, numberOfSlaves);
                push(processSlave, newElement);
                skip:
            }
        }
    }
}

Figure 8: Outline of Emulator

The picture does not look so favorable when the matrix size increases and the element-based model is from 5 times for (100 by 100) to 7.5 times slower for (150 by 150) see Table 11. However the emulation is at present a very simple implementation and on a totally unsuitable architecture. Like with the current architectures, considerable effort will need to be put into its design. Since elements do not need to be processed in a predetermined order, this enables the processor to better manage the resources by determining the order in which elements are processed. This could have significant impacts on the implementation of the tuple operations that could explain the deterioration of performance as the size of the matrices increase.

The next comparison given in Table 11 looks at how the two approaches speed up with the number of slaves. The instruction-based times do not improve beyond two slaves whereas we see that the times of the element-based program do. The execution times for the element-based program show some unexpected results, even though for all measures, the best wall time of five executions was selected. Part of the problem may be a property of the cluster. Both the instruction and element-based times seem out of line for the case with 6 slaves. The picture looks much better for the element-based program if we look at the speedup factor. The performance is better than linear up to 8 slaves and unexpectedly there is a degree of superscalar speedup. This result further supports the argument that this model needs to be explored further.

Table 11: Comparison of wall times

<table>
<thead>
<tr>
<th>Size</th>
<th>Element-based</th>
<th>Instruction-based</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Predicted</td>
<td>Predicted</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>Time</td>
</tr>
<tr>
<td>100</td>
<td>14070</td>
<td>907</td>
</tr>
<tr>
<td>110</td>
<td>18719</td>
<td>1211</td>
</tr>
<tr>
<td>120</td>
<td>24293</td>
<td>1530</td>
</tr>
<tr>
<td>130</td>
<td>30876</td>
<td>2052</td>
</tr>
<tr>
<td>140</td>
<td>38553</td>
<td>2665</td>
</tr>
<tr>
<td>150</td>
<td>47408</td>
<td>3299</td>
</tr>
</tbody>
</table>

Table 12: Comparison of wall times

<table>
<thead>
<tr>
<th>Number</th>
<th>Time</th>
<th>Speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10207</td>
<td>1.0</td>
</tr>
<tr>
<td>2</td>
<td>3959</td>
<td>2.6</td>
</tr>
<tr>
<td>3</td>
<td>3315</td>
<td>3.1</td>
</tr>
<tr>
<td>4</td>
<td>2250</td>
<td>4.5</td>
</tr>
<tr>
<td>5</td>
<td>1728</td>
<td>5.9</td>
</tr>
<tr>
<td>6</td>
<td>1865</td>
<td>5.5</td>
</tr>
<tr>
<td>7</td>
<td>1193</td>
<td>8.6</td>
</tr>
<tr>
<td>8</td>
<td>1198</td>
<td>8.5</td>
</tr>
</tbody>
</table>

IV. EVALUATION AND CONCLUSION

This paper presents an alternative computational model that has significant advantages. The most significant is the concept of processing elements one at a time in a similar way to processing instructions. Underpinning this mechanism is that elements encapsulate both semantic information and data. The semantic information is used to determine how an element gets processed to create new elements. Like the von Neumann model, the evaluation cycle is a simple three-step process.

Since this paper is focused on the model as the basis for parallel architectures, the description of programs is touched on. The program in the case study is expressed in basic algebraic notation that maps closely to the machine level code. There is a small semantic gap between the program and the code, unlike the C program. Both the source and the assembly code are more concise than the equivalent C program. The element program has a big advantage in that it is inherently parallel and does not need to be specially designed for parallel processors. If the case study is representative of writing programs for parallel architectures, then the element base architecture has a decided advantage.
The complexity analysis of the two programs unsurprisingly shows that both are of order $n^3$. However, on the basis of the given assumptions and potential advantages of the element-based model, the analysis indicates that the element-based model is more efficient than the instruction-based model. Both programs should exhibit linear speedup with the number of processors.

The element-based execution times were considerably better than was expected, given that the element-based execution used a crude emulator running on an instruction-based cluster. The area of concern is around the decline in performance as the matrix size increases. The suspected reason for this is the hashing with the associated page faults. More investigation is needed to explore how to improve the tuple hashing by ordering the processing of tuples. Being able to use hardware queues rather than addressed memory access for the unprocessed elements, as well as passing elements between processes, should further improve the performance.

The element-based execution times showed a better than linear speedup whereas the instruction-based did not. This contradicts the complexity analysis for the instruction base model that it would. This provides the strongest case that the element-based model may be a better model for parallel architectures.

This paper provides evidence that, for a tightly coupled memory intensive program, the element-based model has the potential to perform better than the instruction-based model. The next step is to implement the model using FPGAs [9]. However this is beyond my resources without some support for the potential of the model. Research is continuing informally, describing both the theory underpinning the model and the language.
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