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Abstract—Based on the ideas of conflict-free transmission, 
priority to guarantee transmission quality for 
communication between the different clusters , this article 
proposes a scheduling Algorithm fit for the MAC scheme of 
WSNs, which has made it possible for the polling service 
capable of differentiating services of the cluster head node 
of two priority levels. The high-priority service of the cluster 
head is responsible for routing between the different clusters, 
via exhaustive service policy, while the low-priority services 
of the cluster head node, for communication within the 
cluster through limited service policy with good fairness. 
The theoretical model of this scheme is established through 
Markov chain and probability generating function. 
Mathematical analysis is made on the mean queue length, 
the mean inquiry cyclic time and the mean delay time. It 
turns out that the findings from theoretical analysis 
correspond well with those from simulated experiments. 
 
Index Terms—WSNs, MAC scheme, Routing priority, mean 
queue length, mean cyclic time, the mean delay time 
 

I.  INTRODUCTION 

With the rapid development of chips, communication 
and sensing technologies, sensing technology are entering 
a new era of wireless sensor networks [1]. The tiny 
sensing nodes, which consist of sensing, data processing 
and wireless communication components in WSNs, are 
deployed densely and randomly in large numbers [2]. The 
tiny nodes form the network in a self-organization 
manner. Based on the diverse onboard sensors, the WSNs 
can sense the field and communicate information to the 
remote sink in an efficient and timely manner. The 
sensing performance and reliability have been improved 
significantly in WSNs. So the WSNs can be widely used 
in military sensing, security, environmental monitoring, 
traffic surveillance, medical treatment, building and 
structures monitoring, even anti-terrorism, etc. 

However, since the sensor nodes are battery driven and 
it is impractical to recharge the battery for so many nodes 
after deployment, energy efficiency has been a key 
concern in the research work of WSNs [3-7]. In many 
WSNs applications, the data gathering has the Quality of 
Services (QoS) requirements in terms of BER 
performance, end-to-end timeliness and reliability, etc. 
Therefore, to design the scheme with low energy 
consumption and flexible QoS provisioning is the 
guarantee for the efficient information gathering in WSNs 
[8]. According to the analysis of sensor nodes, the main 
sources of energy consumption are sensing, wireless 
transmission and data processing. And the energy 
consumption caused by wireless transmission is much 
more than sensing and data processing. On the other hand, 
since most technologies in WSNs, such as data routing, 
distributed information processing which has the 
requirements for wireless transmission. Wireless 
transmission technologies have been identified as the key 
technologies determining the energy consumption and 
QoS, which are also the basis for other technologies [9]. 
Generally, distance between Cluster head and other 
cluster head is farther, as illustrated in the Fig.1. Wireless 
transmission between the different clusters also need 
more power of radio. Therefore, the high-efficient 
communication between the different clusters appropriate 
for low energy consumption system remains the key and 
hot issue in WSNs researches. 
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Figure 1.  WSNs network topology structure model 

As we all know, the quality of WSNs service 
mechanism determines the quality of network service 
[10]. Quality of Service (QoS) is always basic and hot 
issue in WSNs [11]. However, the current research 
mainly focuses on the routing algorithms in a network 
layer, while the end-to-end performance guarantees can 
not be only provided by routing or QoS routing, it is 
needed to investigate the other layers which allocates 
resources. Medium Access Control (MAC) protocol is an 
important part in the network protocol stack of WSNs, 
and it is mainly used to coordinate nodes to access the 
shared wireless channel. Like the situation in which 
contention conflicts occur when multiple accesses is 
introduced in the computer network, several nodes may 
contend for a single or server channels in communication 
when several nodes simultaneously request accesses in 
shared media. MAC protocol can utilize the limited 
wireless resource and plays a crucial role in WSNs 
performance at this stage. So the research of MAC 
protocol and related techniques in WSNs is significant. 

Hierarchical management is widely applied in the 
wireless sensor networks. It can not only provide flexible, 
reliable communication, but also promotes the 
expansibility of the network [12-13]. The network is 
divided into clusters, which are composed of the cluster 
head node and some member nodes. These cluster head 
nodes can further form the higher-level cluster according 
to the requirement of the application. The cluster head 
node is responsible for the coordination, the data transfer 
and the management of all the nodes in the cluster. 
Moreover, the cluster head can be pre-assigned or elected 
automatically. Corresponding to these characteristics this 
dissertation proposes an algorithm for polling scheme 
based on clustering. Usually clustering is an important 
method for hierarchy control in WSNs and maps the 
dynamic topology onto a relatively fixed architecture 
with multi-hop to single-hop communication in a cluster. 
In the suggested algorithm Cluster Header (CH) polls the 
active nodes in a polling table which is used to register 
node addresses and priorities in a cluster to guarantee a 
QoS scheme of differentiated traffic priorities. The 

polling scheme not only avoids collisions but also 
reduces energy consumption for the only services to 
active nodes [4]. Furthermore, priority-based services can 
save energy to a large extent. Therefore, in this thesis, the 
author carried out deep and systematic research work on 
the energy efficiency and QoS guaranteeing by 
establishing Cluster-based MAC Scheme in WSNs. 

Polling for the resource allocation in the system 
service provides a periodic access control mechanisms 
that can effectively prevent access to the site of 
competition between the conflicts, especially in high-load 
conditions can be obtained on better utilization of shared 
resources [14, 15]. In recent decades, scholars at home 
and abroad theoretical research polling system to achieve 
fruitful results. Researchers have roundly analyzed three 
kinds of basic services strategy of polling system such as 
gated, exhaustive and limited services [14-19]. The 
research polling system is also widely used in industry 
control, communication networks, production 
management and economic development, forecasting and 
other fields. 

With the increased requirements for network service 
and multimedia performance, it is urgent to break away 
from the single polling policy strategy and to develop 
new control strategies for different inquiry service order 
and mixed service on the basis of cyclic access. In this 
sense, polling control theories demand further 
development [20-22]. In the MAC control protocol of a 
communications network, application of the priority-
based polling mechanism under mixed service policy will 
further optimize the system service, with striking 
pertinence and flexibility. Currently, the research 
concentration in polling is the establishment of real-time, 
robust and high-quality QoS for multi-priority services. 

Based on queuing theory [16, 17], this research 
established the two-class priority node gated polling 
system. The system is made up of one Cluster Head (CH), 

one key node h , and N common nodes. The higher-
priority key node applies an exhaustive-service policy 
with less time delay, which fits for the communication 
between the cluster and its upstream cluster head node. 
Meanwhile, the lower-priority common nodes use the 
gated policy to facilitate data transmissions within the 

cluster. The higher and the lower nodes receive 
alternatively the polling connection service from CH. 
System model is shown in Fig.2.  
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Figure 2.  System Model 

Markov chain and multi-dimensional probability 
generating function are applied to produce the systematic 
mathematical model, from which probability generating 
function of the system status variable is derived. 
Mathematical analysis and simulated experiments are 
made on the mean queue length and the mean cyclic time 
of the key node and the common nodes. 

 

II. THE THEORETICAL MODEL OF THE SCHEME 

A. The Operational Mechanism and Variable Definition 
of the System Model 

Polling services at each node include the following 
processes: 

When the arrival process meets with the condition of 

Poisson , the information packets entering each common 

node follow the independent and identical distribution of 

probability, with mean value respectively as 

),,2,1( Nii L=λ  λ . The information packets entering 

key node follow the same independent and identical 

distribution of probability, with mean value respectively 

as ,0 1hp pλ ≤ ≤ .The CH polls at the 

i ( 1, 2, , )i N= L common node at the time of
n

t , with 

the information packets waiting to be transmitted in the 

i node is ( )
i

nξ , and the system status variable 

being
1 2

{ ( ), ( ), , ( ), ( )}
N h

n n n nξ ξ ξ ξL . The CH provides 

transmission service for the i common node under the 

limited ( 1k = ) service policy. After its service for the 

i node, the server starts to poll at the key node via a 

transfer time of ( )i nu , with the information packets 

entering the j node ( 1, 2, , , )j N h= L at the time of 

( )i nu  is ( )ij uµ . Then, the CH inquires the information 

packets queuing for transmission in the memory of the key 

node at the time of 
*

n
t  . At this moment, the number of 

information packets queuing for transmission in the 

memory of the key node is 
*

( )
h

nξ  and the system status 

variable is
* * * *

1 2
{ ( ), ( ), , ( ), ( )}

N h
n n n nξ ξ ξ ξL . If the 

memory of the key node is not blank, the transmission of 

information packets is completed via exhaustive service 

rules. When the memory of the central station is blank, the 

CH starts the transmission service for the information 

packets in the 1i + common node at the time of 1nt + . At 

this moment, the system status variable 

is
1 2

{ ( 1), ( 1), , ( 1), ( 1)}
N h

n n n nξ ξ ξ ξ+ + + +L . 

B. The Operational Conditions for the System 

According to the operational process of the system, the 
operational conditions are defined as follows:  

1) The time of information packets transmission in the 
memory the common node follows an independent and 
identically distributed probability, with its LST  is ( )

i i
B s% , 

and the second-order origin moment respectively is 
( )0

i
B β′− =%  and ( ) ( )0 0

i
B B′′ ′′=% % ; 

2) The time of information packets transmission in the 
memory the key node follows an independent and 
identically distributed probability, with its LST  is ( )

h h
B s% , 

and the mean and the second-order origin moment 
respectively is ( )0

h h
B β′− =%  and ( )0

h
B′′% ; 

3) The transfer time when the CH polls from the i  
node to the key node follows an independent and 
identically distributed probability, with its LST  being 

( )
i i

R s% , and the second-order origin moment respectively 
is ( )0

i
R γ′− =%  and ( ) ( )0 0

i
R R′′ ′′=% % . 

4) The static variable of the time for the exhaustive 
service of information grouping arriving at the key node 
follows an independent and identical distribution of 
probability, with the distributional probability generating 
function as (0)

h
H ; 

5) The CH serves the information packets in the 
memory of each station based on the FCFS rule. There is 
enough capacity of the memory at each terminal station so 
that information packets will not overflow or get lost. 

C. Probability Generating Function of the System Status 
Variable 

When the CH serves the 1i + station at the time of 1nt + , 

the equation goes as: 

1λ 2λ 3λ Nλ

hλ

Cluster Head

Key node 

Common nodes 

The first level 

The second level 
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( 1) 0h nξ + =  

( ) ( ) ( )( ) 1ii i i i in n uξ ξ µ η ν∗ = + + −  i j≠  

( ) ( )( 1)j j j hn nξ ξ η ν∗+ = +      

1, 2, , ,j N h= L  

In the equation, ( )h nν  refers to the time of the CH’s 

transmission service for the information packets at the 

key node, while ( )
j h

η ν , the information packets entering 

the memory of the j  node at the time of hv  

Based on the above operational process, the status of 
the polling system can be described by Markov Chain 
which is noncyclical and ergodic. Stable state is there on 

condition of 
1

1
N

i h h

i

Nρ ρ ρ ρ
=

+ = + <∑  

(With , , 1, 2, ,
i i i h h h

p i Nρ λ β ρ λ β= = = L )  

When the CH polls at the key node at the time of 
*

n
t , 

the probability generating function of system status is 
illustrated as: 

( ) ( )
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（1） 
When the server polls at the 1i +  station at the time 

of 1nt + , the probability generating function of system 

status is: 
( ) ( )1 1

1
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1
1
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           （2） 

With ( ) ( (1 ( )))h h hH s B s H sλ= + −% % %  

 

D. The Analysis of Mean Queue Length 

Given that ( )i
jg  is the average number of 

information packets number at the j  node buffer when 

the i  node starts service at the time of nt , then 

( )jgi =
( )

z

zzzzG

zzz j

i hN

hN ∂

∂

→

,,,,
lim

21

1
1,,,

L

L

 

hNi ,,2,1 L= ； hNj ,,2,1 L=     

When the CH starts its service for the i  node, the 
average information packets stored in the memory of the 

i  node are ( )
i

ig% . Then, the mean queuing length of the 

common nodes can be calculated with the first-order local 
derivation via (1) and (2) equations: 
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Under the condition of the symmetrical parameters, 

( )
i

ig% can be derived as the following via above equations: 
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When the CH polls at the key node, the average 
information packets stored in the memory of the key node 

are ( )
ih

g h% . Likewise, the mean queuing length of the key 

node can be calculated in the same way: 
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                                                            （8） 

E. The Analysis of the Mean Inquiry Cycle 

Based on the operational mechanism of the system and 
the theory of queuing, the mean inquiry cycle can be 
derived as:  

[ ]
1

k

h k

E i

r
θ

ρ ρ
=

− −

∑
∑

                            (9) 

F. The Mean Delay Time of Information Packets 

The average time delay of information packets refers 
to the period during which information packets enter the 
memory of the node and then wait to be served. With 
reference to the calculation of Note [8], the system’s 
average time delay can be obtained via second-order local 
derivation of the system status. 

The average time delay of the lower priority 
information packets at the common node is: 

( ) 2

( ) 1i
i

i i

g i
E w

λ θ λ
= −

%
%                                     （10） 

The average time delay of the higher priority 
information packets at the key node is: 

( )
( , ) (0)

2 ( ) 2(1 )
ih h h

h
h ih h

g h h p B
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p g h
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λ ρ
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With 

2 2 2 2 2 2( , ) (0) (0) (0) (0)ih i h i i h i i h ip p pg h h R R B Bλ λ λθ λ λθ′′ ′ ′ ′′= + +% %% % % %%

Theoretical Calculation, Simulated Experiment and 

Analysis 

 Both theoretical and simulated models are set in identical 
symmetrical conditions under which each node’s 
information packets arrival follows the Poisson 
distribution with λ  as the parameter, and all the node 
parameters follow the distribution of identical laws. The 

time slot width is taken as 15 sµ , with the length of 
information packets being 8100bits. 

With 9N = , 10
h i

β β= = ,
h i

λ λ λ= = , 1γ = , the 

system meets the stable condition of
1

1
N

i
i hρ ρ

=

∑ + < . The 

data in the following charts show that the theoretical 
value of the system model in this research correspond 
well with that of the experiment and it can represent the 
first order feature of the system. 

1) Considering the system model and operation 
mechanism, Fig.2 shows that the key node gets 2N  times 
exhaustive-service in a polling cycle, so that access 
channel opportunities and transmission quality get more 
priority guarantee.  

2) Fig.3 reveals the tendency that the mean queuing 
length of both key and common nodes changes along with 
the variations of the number of system nodes and their 
arrival rate, which in turn shows that the main queuing 
length of the key node has been clearly differentiated from 
that of the common nodes. With the increase of the 
common node number ( N ) and the arrival rate ( λ ), the 
mean queuing length of the key node is much smaller than 
that of the common nodes. In other words, the central 
node enjoys a smaller mean queuing length. Fig.6 shows 
that the mean queue length of key queue has been 
markedly less. So, efficiency of the key node is enhanced. 
That is to say, the information packets take up less of the 
node’s buffer. The communication between the different 
clusters more efficiently. Overall, energy consumption of 
Wireless transmission between the different clusters can 
be effectively reduced. 

3) Fig. 4 reveals the tendency that the mean queuing 
delay duration of both the high-and-low priority nodes 
changes along with the variations of the number of system 
nodes and arrival rate, which in turn shows that the mean 
queuing delay duration of the high- priority node has been 
clearly differentiated from that of the low-priority nodes, 
identical to the case of the mean queuing length. With the 
increase of the common node number ( N ) and the arrival 
rate ( λ ),the mean queuing delay duration of the high-
priority node is much lower than that of the low-priority 
nodes, and the former maintains greater stability. 
Transmission quality of packets from upstream cluster 
gets better guaranteed. 

4) Fig.5 reveals that each node in the system enjoys 
identical mean cycle period and that the system’s mean 
inquiry cycle is greatly influenced by the number of nodes 
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since the average inquiry cycle increases rapidly along 
with the increase of the number of nodes. 

 

Figure 3.  The mean queue length    

 

Figure 4.  The Mean Delay Time of Information Packets 

 

Figure 5.  The mean cyclic time of the system 

III. CONCLUSION 

In this paper, research work was done on a MAC scheme 
in WSNs has been done with focus on energy efficiency 

and QoS guaranteeing. This efficient scheme embodies 
the advantages of exhaustive and limited policy service, 
and it classifies the system nodes by priority at two levels 
to enhance the fairness and flexibility of the service 
system. The higher-priority key node applies an 
exhaustive-service policy with more opportunities for 
routing so that transmission quality between the different 
clusters gets better guaranteed.  

The theoretical model for the scheduling algorithm is 
established on condition of stability, and by means of 
Markov chain, multidimensional probability generating 
function. The findings of theoretical calculation 
correspond well with those of simulated experiments. The 
theoretical and simulated findings all reveal that system 
performance can achieve the optimization effect. It 
concludes that this scheme enables WSNs to take on the 
features of good utility, good function. 
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