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Abstract—Clustering is one of the extensively used 

techniques in data mining to analyze a large dataset in 

order to discover useful and interesting patterns. It 

partitions a dataset into mutually disjoint groups of data 

in such a manner that the data points belonging to the 

same cluster are highly similar and those lying in 

different clusters are very dissimilar. Furthermore, among 

a large number of clustering algorithms, it becomes 

difficult for researchers to select a suitable clustering 

algorithm for their purpose. Keeping this in mind, this 

paper aims to perform a comparative analysis of various 

clustering algorithms such as k-means, expectation 

maximization, hierarchical clustering and make density-

based clustering with respect to different parameters such 

as time taken to build a model, use of different dataset, 

size of dataset, normalized and un-normalized data in 

order to find the suitability of one over other. 

 

Index Terms—Cluster analysis, k-means algorithm, 

Hierarchical algorithm, Expectation maximization, Make 

density-based clustering, Agglomerative clustering, 

Divisive clustering, Birch, Cure. 
 

I.  INTRODUCTION 

Data is vital to an organization as it helps in ‘strategy 

formulation’ and ‘decision making’ among others. 

However, for data to be useful, it needs to be converted 

into useful knowledge. However, earlier the extraction of 

knowledge was difficult as data mining techniques did 

not have sufficient features to extract this knowledge 

efficiently. Moreover, queries and reports were not 

capable of discovering this knowledge [15] and statistical 

methods could operate on numeric data only. However, 

with the emergence of data mining techniques, 

discovering information from data has become easier. 

Now, we could perform a range of tasks such as 

classification, clustering, neural networks, association, 

sequence-based analysis, estimation, summarization, 

trend analysis and visualization with data mining tools 

[1][13]. The primary goal of data mining is to transform 

raw data into useful and interesting information [11][12]. 

This knowledge obtained by data mining techniques can 

further be analyzed for improving marketing strategy in 

business domain, enhancing student's learning process in 

e-learning domain, weather forecasting and discovering 

consumer patterns among others. One of the tasks of data 

mining is clustering which is widely performed in a 

variety of domain such as image processing, pattern 

recognition, and text mining among others. Clustering is 

an unsupervised form of data mining [2][3] with no data 

label unlike classification where we have a dataset along 

with the various class labels. An instance in the dataset 

could belong to a class depending upon the values of its 

features. Clustering is descriptive that means clusters are 

described by their characteristics. However, classification 

is predictive [8] which means the algorithm needs to find 

a class based on the different features of an object. 

There are basically two types of clustering namely hard 

clustering and soft clustering respectively. The concept of 

hard clustering allows a data point to belong to just one 

cluster at any point of time i.e if an object falls in one 

cluster then it cannot lie in another cluster at the same 

time. It is also called binary clustering. On the other hand, 

soft clustering is more flexible by nature because it 

allows an object to belong to each cluster with a certain 

degree of membership [4]. The data points belonging to 

multiple clusters may be falling on the boundary or lying 

close to the center of one cluster or other. 

Clustering algorithms are broadly divided into the 

following categories: Partition based, Hierarchical based, 

Density-based, Grid-based and Model-based [5]. These 

algorithms are discussed in [14] along with their 

applications in various domains. In [35] the authors 

reviewed the clustering algorithms and other important 

issues related to cluster analysis. 

Furthermore, given a number of clustering algorithms, 

it becomes difficult to choose one for a particular 

problem. The decision regarding the suitability of a 

clustering algorithm in solving a given problem is 

paramount. To make this task easier we could compare 

algorithms with respect to suitable parameters and 

analyze their performance. For instance, if the efficiency 

of an algorithm is important for an application then the 
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algorithms must be compared using "time complexity" 

parameter. Moreover, if scalability of an algorithm is 

critical then the size of the dataset could be considered as 

one of the parameters. 

The rest of the paper is organized as follows: Section-II 

provides an overview of each clustering algorithm. 

Section-III describes data mining tool weka for 

performing comparative analysis. In section-IV, results of 

an experimental analysis are presented and discussed. 

Finally, the conclusion is discussed in Section-V. 

 

II.  OVERVIEW OF CLUSTERING ALGORITHMS 

Clustering algorithms are divided into two broad 

categories: Hierarchical and Partitioning methods [33]. A 

hierarchical clustering algorithm begins by initially 

selecting one object and successively merges the 

neighbor objects based on the minimum distance [6]. 

Different forms of this algorithm are BIRCH [27], CURE 

[28] and CHAMELEON [29] among others. In partition 

based algorithms all points are initially treated as one 

single cluster. The data points are grouped into different 

clusters based on some similarity. The similarity is 

usually defined by the application under consideration. 

For example, in a class of 100 students, we might want to 

make a cluster named "active" based on the marks 

obtained in various subjects and number of the 

assignment done by a learner. If a learner does not 

possess the above characteristics then he/she would be 

shifted to another cluster. All the data points within a 

cluster are highly similar and points belonging to 

different clusters are dissimilar. Some of the examples of 

the partitioning algorithms are k-means [32], k-modes [30] 

and k prototypes algorithm [31]. Among all the clustering 

algorithms, the k-means is the most popular clustering 

algorithm used in scientific and industrial applications 

[34]. We provide a brief overview of each algorithm 

below: 

A. K-Means Algorithm 

This is one of the widely used unsupervised clustering 

algorithms. K-means is used to divide a dataset into a 

disjoint group of points also termed as a cluster. Each 

cluster is represented by a data point which is also termed 

as the centroid of a cluster. The goal of the k-means 

algorithm is to group a dataset in such a way that each 

data point is closest to its centroid. However, in practice, 

the distance between data points in clustering does not 

characterize the spatial distances. Hence, the only feasible 

solution is to try all possible starting points. The 

coordinates of a centroid are calculated by making the 

average of each of the points of samples used in a cluster. 

One of the crucial factors in the process of clustering is 

assigning priorities to features representing data points in 

a dataset. The value of these features determines a feature 

vector. Although there are many distance metrics 

available such as Manhattan distance, city block, and 

cosine, among others, we used the Euclidean metric 

which is one of the widely used metrics for computing 

distance between two points. 

K-means algorithm requires two inputs from a user 

such as the number of clusters to be generated and 

starting points. Once starting points are known then the 

distance from each data point to the starting points are 

computed using Euclidean distance metric. This is 

followed by placing each data point in the cluster nearest 

to its starting point (centroid). After all data points are 

placed to their clusters the new cluster centroid is 

computed. This process is repeated until there is no 

change in the value of centroid. 

Some of the distinctive features of k-means are 

discussed in [9]. The k-means algorithm only supports the 

numeric attribute. However, several studies suggest 

overcoming this limitation. In one such work [10] the 

author presented a prototype of the algorithm which 

removes numeric data limitations while maintaining its 

efficiency. Parallel techniques fork-means were 

developed that can accelerate the growth of the algorithm 

[36]. Although the algorithm has been successfully used 

in a variety of domain and applications, it suffers from 

the limitation of finding the optimal number of cluster. 

There are several methods reported in the literature for 

finding optimal number of cluster namely ‘elbow’ and 

silhouette methods. However, this issue has also been 

addressed through an algorithm named ISODATA [37]. 

The main steps of k-means are briefly described below: 

Algorithm 

INPUT: K (where K is the required number of cluster) 

Data points (D): {d1, d2, d3, d4,.......dn} 

OUTPUT: Set of K clusters. 

 

Steps: 

Input: S (instance set), K (number of cluster) 

Output: clusters 

(a) Initialize K cluster centers. 

(b) While termination condition is not satisfied do 

(c) Assign instances to the closest cluster center. 

(d) Update cluster centers based on the assignment. 

(e) End while  

B. Expectation Maximization(EM) 
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The algorithm is based on clustering model which tries 

to fit data points to a scientific model. It aims to discover 

maximum likelihood estimates for model parameters with 

incomplete data[17][21]. The algorithm is also used in 
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various motion estimation frameworks. The EM 

algorithm is an expansion of k-means algorithm which is 

iterative by nature. 

C. Hierarchical Clustering(HC) 

The main objective of HC is to build clusters of 

hierarchy. That means, data points are combined into 

clusters and these clusters are further combined into 

bigger clusters and so on which ultimately creates a 

hierarchy of clusters. One of the issues with this 

algorithm is its inability to adjust after merging or 

splitting the data points as neither undone of the previous 

operations is allowed nor swapping of data points in 

clusters. Hence, it becomes very important to take the 

right decision of merging or splitting as a wrong decision 

might lead to low quality of clusters. However, in order 

to improve the quality of clusters, the hierarchical method 

can be integrated with other methods. Several advances 

have been reported in the Hierarchical algorithm. HC is 

broadly categorized into two types [6]: 

 Agglomerative Clustering 

Hierarchical agglomerative clustering is one of the 

important and well established techniques in 

unsupervised machine learning. This is based on 'bottom-

up approach'. Chameleon HC algorithm is based on the k-

nearest neighbor graph in which an edge is removed 

when both vertices are not within the k closest point 

related to each other. Some of the widely used 

hierarchical clustering algorithms are CURE (clustering 

using representatives), BIRCH (Balanced iterative 

reducing and clustering using hierarchies), ROCK (robust 

clustering using links), Linkage algorithms, Bisecting k-

means clustering algorithm among others. 

Step 1.Begin: 

a) Assign number of cluster=number of objects. 

Step 2. Repeat: 

When the number of cluster = 1 or specify by user 

a) Find the minimum inters cluster distance. 

b) Merge the minimum intercluster. 

Step 3. End. 

 Divisive Clustering(DC) 

This approach is based on 'top-down approach' which 

means that this algorithm starts at the top with all data 

points in the single cluster. The cluster is split using a flat 

clustering algorithm. This process is applied recursively 

until each data point is in its own cluster. For a cluster 

with N objects, there is 24-1-1 possible two subset 

division which is very expensive in computation. The 

approach is conceptually more complex than ‘bottom-up 

approach’ and this is mainly due to the fact that we need 

another clustering algorithm as the subroutine for running 

DC algorithm. The efficiency of this algorithm shows up 

when we do not produce a complete hierarchy from the 

top through intermediate node to leaves. The algorithm is 

found to be linear in nature. The running time is directly 

proportional to the number of clusters and data points. 

Upon comparing DC and HC, it is discovered that HC 

algorithms are quadratic in terms of time complexity. 

The basic principle of DC was first published as 

DIANA (Divisive analysis clustering) algorithm [7]. 

D. Make Density Based Clusterer 

This algorithm forms the cluster of densely gathered 

objects separated by sparse regions [16]. One of the main 

advantages of this algorithm is that clusters of any shape 

and size can be created and noise can be detected easily. 

DBSCAN [22], OPTICS [23], DENCLUE [24] and 

DBCLASD [25] are some of the widely used density 

based clustering algorithms. As the size of dataset 

becomes larger the role of density based algorithm 

becomes more and more important. For example, id 

PDBSCAN is used for DBSCAN in a massive dataset 

using multiple computers through the network [26]. 

 

III.  WEKA (WAIKATO ENVIRONMENT FOR KNOWLEDGE 

ANALYSIS) 

Weka is a popular data mining tool developed by the 

University of Waikato in New Zealand. The tool has 

successfully been used in a wide variety of domain 

involving problems related to machine learning. It is also 

used for performing various tasks such as classification, 

regression, clustering, and association.  

 

 

Fig.1. Weka Interface 3.8.1 

It contains several modules for performing data pre-

processing tasks such as cleaning, data integration, 

summarization, and data reduction among others. Weka 

can be called within java program as well. It is also used 

for developing new machine learning algorithms 

[18][19][20]. The main reason for choosing weka is due 

to its open-source nature, user-friendliness, and platform 

neutral among other advantages. Furthermore, building 

models, validating them, excellent visualization tools are 

features unique to weka. In addition, Weka also 

incorporates new algorithms as they appear in the 

research literature. In this paper, we use WEKA 3.8.1 

version in order to apply clustering algorithms to 

different datasets. 
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IV.  EXPERIMENTAL RESULTS 

We consider four datasets for carrying out 

experimental analysis. The datasets with the number of 

attributes and number of instances are also shown in 

table.1. Firstly, we try to see the effect of changing the 

number of cluster on time taken to build a model by each 

algorithm. The chart in figure.1 shows that when the 

value of k is set to 2, the expectation maximization 

algorithm takes the maximum amount of time than other 

algorithms in order to build clustering model whereas k-

means takes the least amount of time. 

Table 1. Dataset with their attributes and instances 

 
 

The performance of density-based clustering algorithm' 

is next to k-means. The value of k is varied from k=2 to 

k=14 and subsequent observations show that the k-means 

algorithm performs better than other algorithms. 

Moreover, when the value of k is set to 2 the expectation 

maximization algorithm has taken significantly more time 

than the rest of the algorithms. Another interesting point 

to be noted is that when we increase the number of 

clusters the time taken by the expectation-maximization 

algorithm has gradually decreased. 

Moreover, the time taken by the hierarchical clustering 

algorithm did not vary much and remained almost 

constant. Overall one can say that the k-means algorithm 

outperformed other algorithms when the number of 

clusters is varied. We also compared the time complexity 

of the four algorithms by changing the size of the dataset. 

The chart in figure.2 graphically represent the results 

shown in table.3. 

Table 2. Time taken by Algorithms when Number of Cluster Varied 

 

 

Fig.2. Time taken by Algorithms when Number of Cluster Varied 

When the size of the dataset is set to 200, the k-means 

algorithm took least amount of time which can be seen in 

both in table.2 and figure.2. This is primarily due to the 

nice terminating behavior of the k-means algorithm. The 

likely cluster assignments are k^n. If in each step, we 

choose the better one, it will terminate after trying out all 

k^n. However, in reality, it terminates after few dozen 

steps. Furthermore, expectation maximization (EM) takes 

significantly more time as objects are assigned to all 

clusters with some degree of probability which does not 

guarantee for termination. Based on this one can say that 

the runtime of expectation maximization algorithm is 

infinite theoretically. The performance of density based 

algorithm comes next to the EM algorithm.

K(number 

of cluster) 
K-Means 

Expectation 

Maximization 

Hierarchical 

Clustering 

Make Density 

Based Clustering 

2 0.1 87.23 2.69 0.02 

4 0.01 0.41 2.55 0.023 

6 0.1 0.34 2.52 0.02 

8 0.03 0.52 2.47 0.02 

10 0.2 0.63 2.45 0.2 

12 0.3 0.72 3.39 0.1 

14 0.3 0.7 2.45 0.3 

 

Dataset Number of 

attributes 

Number of 

instances 

Iris 5 150 

Glass 10 214 

Segment-test 20 810 

Vote 17 435 
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We also consider different dataset in order to see the 

performance of different algorithms. Table.4 shows that 

k-means outperforms among all the algorithms. Moreover, 

the algorithm takes significantly more time when it is 

applied to segment test dataset. We also take into 

consideration two other parameters namely normalized 

and un-normalized in order to see the performance of 

each algorithm. 

Table 3. Time taken by algorithms when size of dataset changes 

 

 

Fig.3. Time taken by Algorithms when size of dataset varied 

Table 4. Time taken by Algorithms using different datsets 

 

 

Fig.4. Time taken by algorithms using different datasets 

Algorithms 
Data 

(Iris) 

Data 

(Glass) 

Data 

(Segment-test) 

Data 

(Vote) 

K-means .01 0 0.02 0.02 

Expectation     

Maximization 
0.86 0.88 51.52 7.16 

Hierarchical  Clustering .06 0.13 2.52 1.94 

Make density based 

clustering 
.02 0.02 0.03 

 

0.03 

 

 

Dataset Size K-Means 
Expectation 

Maximization 

Hierarchical 

Clustering 

Make density based 

clustering 

200 0.05 7.67 0.06 0.06 

400 0 3.88 0.58 0.02 

600 0 4.53 0.83 0.03 

800 0 6.24 1.66 0.02 

1000 0.03 29.84 3.2 0.02 

1200 0 84.56 4.92 0.01 

1400 0.03 27.68 5.51 0.03 
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Other parameters were also taken into account such as 

the number of iteration and time taken by each algorithm. 

Moreover, the number of clustered instances with their 

percentage is also shown in table.5. It is interesting to 

note that, while the value of parameter SSE is same for 

all the algorithms the k-means algorithm takes the least 

amount of time among all the algorithms. 

Table 5. Time taken by Algorithms using unnomalized datsets 

 
 

 

Fig.5. Time taken by Algorithms using unnomalized datsets 

Table 6. Time taken by algorithms using Normalized Datasets 

 
 

Algorithm Number of 

iterations 

SSE Time Clustered 

instances 

k-means 7 62.14 0.06 100 ( 67%) 

50 ( 33%) 

Expectation 

maximization 

16 NA 0.92 48 ( 32%) 

50 ( 33%) 

29 ( 19%) 

23 ( 15%) 

Filtered 

clustering 

7 62.14 0.05 100 ( 67%) 

50 ( 33%) 

Make density   

based    

clustering 

7 62.14 0 100 ( 67%) 

50 ( 33%) 

 

Algorithm Number of 

iterations 

SSE Time Clustered instances 

K-means 7 62.14 0 100 ( 67%) 

50 ( 33%) 

Expectation 

Maximization 

16 NA 1.08 48 ( 32%) 

50 ( 33%) 

29 ( 19%) 

23 ( 15%) 

Filtered Clustering 7 62.14 0.05 100 ( 67%) 

50 ( 33%) 

Make density Based 

Clustering 

7 62.14 0.05 100 ( 67%) 

50 ( 33%) 
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Fig.6. Time taken by algorithms using normalized datasets 

The observations made from the above experiments are 

summarized below: 

 

1. While the k-means algorithm performed well as 

compared to other algorithms when the initial 

value of k is 2, the expectation-maximization 

algorithm took significantly more time to build a 

model. Moreover, as the value of k gets increased 

the time taken by this algorithm reduces. 

2. The change in the size of dataset does have a 

minor effect on the time taken by k-means 

algorithm. When the size of the dataset is 

increased from 200 to 400, the time taken by k-

means is insignificant. On the other hand, with the 

increase in the size of the dataset, expectation 

maximization took the highest time. 

3. When different datasets are considered, we found 

that k-means took the least amount of time to build 

a model. As expected, the expectation-

maximization took the highest amount of time. 

When the expectation maximization algorithm is 

executed using segment test dataset the time taken 

is relatively higher. 

4. The algorithms were also compared using 

normalized and un-normalized data. The need for 

normalization arises from the fact that the dataset 

considered are of varying scale. In order to bring 

them to a uniform scale, we used normalization. 

Moreover, the number of iterations and sum of 

squared error are same in both the cases, however, 

k-means algorithm took the lesser amount of time 

using normalized dataset. 

 

V.  CONCLUSION 

We have performed a comparative experimental 

analysis to find the best algorithm with respect to various 

parameters. Analysis of the result shows that expectation 

maximization algorithm took significantly more time to 

build a model than other algorithms. However, it is the k-

means algorithm which took the least amount of time 

with respect to all parameters. In this analysis of 

clustering algorithms, we have considered small dataset 

for experimentation, however, a large dataset with other 

clustering algorithms could also be considered in order to 

explore other aspects of the algorithms. Furthermore, we 

could also consider other parameters such as the use of 

different distance metric, and change the number of seed 

among others. The motivation to compare the four 

clustering algorithms with respect to various parameters 

is that, certain applications require a clustering algorithm 

to process the data faster in less amount of time. As we 

are living in the world of big data so the processing time 

taken by an algorithm to this data becomes critical. Hence, 

this comparison helps the developer to select an 

algorithm which takes less execution time. As we have 

observed that, expectation maximization takes the highest 

amount of time so it is suggested that, this algorithm 

should be avoided when execution time is the critical 

factor.  
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