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Abstract—High Blood Pressure (HBP) is a state in the 

biological system of human beings developed due to 

physical and psychological changes. Nowadays, it is a 

most prevalent problem in human beings irrespective of 

age, place, and profession. The HBP victims are 

increasing rapidly across the globe. HBP is undiagnosed 

in the majority of the patients because most of the 

affected people are not aware of it. To overcome this 

problem, this paper proposes a new approach that uses 

ABF (Arterial Blood Flow)-function to predict a person is 

prone to HBP. In this approach, the impact factor for each 

attribute is calculated based on the attribute value. Both 

attribute value and corresponding impact factor are used 

by ABF function to predict a person is prone to HBP. We 

experimented proposed approach on real-time data set, 

which consists of 1100 patient records in the age group 

between 18 and 65. Our approach outperforms regarding 

predictive accuracy over j48, Naive Bayes and Rule-

based classifiers. 

 

Index Terms—High blood pressure, age, cholesterol, 

obesity, classification, data mining. 

 

I.  INTRODUCTION 

Blood Pressure may vary with the change in age, 

obesity, cholesterol levels [1]. So, this paper considers 

these three parameters for experimental analysis. The first 

concern is age, the impact of age may be one of the 

reasons for high Blood Pressure (BP), especially people 

of age between 40 and above. As the person is aging, 1) 

the performance of the cardiovascular system may 

decrease. 2) Arteries become thinner and harden, 3) the 

capacity of the body to process sodium in the diet 

decreases. The second concern is obesity, which is  

 

 

 

represented using BMI (Body Mass Index) [1]. If BMI 

value is in between 20 and 25, then the person is not 

obese. If its value is in between 25 and 29.9 then the 

person considered as overweight. If its value is more than 

30 than the person is considered as obese.  Obese means 

more blood has to be pumped to provide nutrients and 

oxygen to body tissues newly formed because of 

overweight. A third concern is blood cholesterol if total 

blood cholesterol level is high, and then the excess oily 

fat will stick to the walls of the arteries [2]. If the same 

state is continued for a longer period, it can create a fatty 

buildup against the walls of arteries. The fatty substance 

finally hardens, forming a type of hardened plaque that 

damages the arteries or they become firm and narrowed 

[20]. 

This paper proposes a novel approach that works in 

two steps. In the first step, for each attribute impact 

factors are set. The impact factor is a real value which 

represents the degree of influence of an attribute in 

elevating blood pressure. Impact factor for each attribute 

of the selected record is set based on the attribute value 

and its relationship with class labeled attribute using 

Pearson correlation coefficient. PCC is calculated using 

the equation 1.  
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In the second step, the proposed algorithm calculates 

the value of class label attribute using impact factor and 

corresponding attribute value. The class label attribute 

value is then used to predict whether a person is prone to 

HBP. Our proposed approach calculates and tabulates 

impact factors in the training phase of the classifier based 

on the input data set. 



68 A Novel Approach to Predict High Blood Pressure Using ABF Function  

Copyright © 2018 MECS                                                    I.J. Modern Education and Computer Science, 2018, 7, 67-73 

II.  BACKGROUND 

This Section provides a brief view of blood pressure 

and different parameters which are affecting the blood 

pressure.  

A. Blood pressure 

When the heart beats, it pushes the blood against 

arteries with some force that creates some pressure inside 

the blood vessels called as systolic blood pressure [4]. 

The pressure inside the blood vessels when the heart rest 

between beats is called diastolic blood pressure. Blood 

pressure is affected by two factors such as Cardiac Output 

(CO) and Total Peripheral Resistance (TPR) [14]. It can 

be represented using (2). 

 

BP CO TPR 

                                  

(2) 

 

Here CO is affected by increased venous return or 

stroke volume or heart rate or sympathetic activity or 

combinations of these. TPR is influenced by the 

resistance that acts because of fat inside the blood vessels 

or damaged blood vessels [18]. 

B. Age, Obesity, and Total Blood Cholesterol 

In these days [9] increase in blood pressure is an 

inevitable consequence of aging people. Many attributes 

of human body get affected as we grow old. Age may be 

the reason for raising blood pressure but not applicable to 

all human beings. Even if it is true, then every person 

grows older will suffer from high blood pressure, indeed 

not true. There are other biological attributes like obesity 

and high blood cholesterol along with age may reason to 

raise blood pressure.  

C. Impact of Age on Blood Pressure 

Aging is inevitable although a person has a healthy diet 

and exercise regularly. It affects the heart performance in 

pumping blood. Heart beats are regulated by the natural 

pacemaker system in the heart. If the age of a person 

increases then pathways of the heart’s pacemaker system 

deposits fat, which will affect the heart performance 

while pumping the blood [3]. As we grow older Heart 

muscle cells will be degenerated and becomes thin, Blood 

vessels performance decreases. Both may be the reason 

for hypertension at old age. When it comes to arteries 

they tend to narrow and harden with aging; the heart has 

to push the blood against harden arteries which may raise 

the blood pressure. As we age, kidney functionality 

decreases and the ability of the body to process sodium in 

the diet decreases [5]. 

D. Impact of Obesity on Blood Pressure 

Overweight and obesity are not the same, although 

they are on the same path, represent different points. 

Body Mass Index (BMI) [1] is used to measure whether a 

person is obese or not. BMI is a measure of weight which 

is proportionate to height, and it is expressed in kg/m2. If  

 

BMI value is in between 18.5 to 24.9, then it is treated as 

normal. If BMI value in between 25 and 30 then it is 

considered as overweight [13]. A person is treated as 

obese if the BMI is above 30. In obese people, there is an 

increase in fatty tissue [11]. The increased fatty tissue in 

the body requires nutrients and oxygen to live. So, the 

heart has to pump more blood for the livelihood of 

increased fatty tissue, which may raise the blood pressure 

[12]. 

E. Impact of Cholesterol on Blood pressure 

Cholesterol is a waxy, fat-like substance which is 

found in all cells of the body. Cholesterol is carried in 

small packages called lipoproteins. These small packages 

have fat inside and proteins outside. Two kinds of 

lipoproteins carry cholesterol throughout the body. One is 

LDL (Low-Density Lipoprotein) cholesterol it is also 

called as bad cholesterol. 

If LDL level is high, then it builds up cholesterol in 

arteries. Higher LDL level in blood, the greater chance of 

getting the cardiovascular disease is more. The second 

one is HDL (High-Density Lipoprotein) cholesterol; it is 

called good cholesterol [15]. It carries cholesterol from 

all parts of the body back to the liver. The liver removes 

the cholesterol from the body. If HDL cholesterol level is 

high, then there are fewer chances of getting 

cardiovascular disease. High cholesterol in the blood can 

create fatty buildup against the walls of the arteries. It is 

the main reason for narrowing of the arteries [16]. 

 

III.  LITERATURE SURVEY 

In the literature, most of the research7 is carried on 

how BP is influenced by age, obesity and high blood 

cholesterol. There is no literature found on the combined 

effect of age, obesity and blood cholesterol in Predicting 

high blood pressure. In this paper, we focus on their 

combined effect on HBP. In literature8, HBP is 

proportional to age, obesity and high blood cholesterol 

but it is not a quantitative measurement. Our proposed 

experimental results show that the quantitative 

proportionality of age, obesity, and blood cholesterol in 

elevating the blood pressure. The rest of the chapter 

explains the existing algorithms used for classification. 

A. J48 Algorithm 

J48 is a Decision tree based WEKA implemented c4.5 

classification algorithm. A Decision tree based classifier 

classifies the input instances by passing it through the tree 

starting at the top and moving down till to the leaf node. 

Leaf node value represents the predicted output value for 

a given input instance. Initially, information gain is 

calculated for each attribute of input instance. The 

attribute with highest information gain is selected as 

splitting attribute. Recursive approach is used to divide 

the remaining instance at each node. Information Gain 

(IG) of an attribute A is calculated at the selected node 

using (3). 
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Where S is the set of instances at that node and |S| is its 

cardinality, and Sv is the subset of S for which attribute A 

has value v. The entropy of the set S is calculated using 

(4). 
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Where pi is the probability of instances in S which 

belong to the ith class, and n is a number of classes. 

B. Naive Bayes Classifier 

It is a simple probabilistic classifier based on Bayes 

Theorem. The Naive Bayes algorithm builds 

classification model by learning the conditional 

probabilities of each input attribute. The same model is 

used to predict the class membership of input instance. It 

is done by applying Bayes rule on the conditional 

probability as given in (5). 
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Here, P(x|y) is defined as the probability of observing 

x, given that y occurs. P(x|y) is called posterior 

probability P(y|x), P(x) and P(y) are called prior 

probabilities. 

C. Linear Regression algorithm 

The Linear Regression algorithm of WEKA calculates 

standard least squares to find a linear relationship in the 

training data. Standard linear regression is applied to the 

input attributes to get the predicted the output, which is 

calculated as (6). 
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Where aj are input attributes, and wj are the weights 

associated with them. 

D. Performance Parameters 

Table 1. Performance measures of classifier 

Accuracy, or Recognition rate 
TP +TN            
  (P+N) 

Error rate, Misclassification 
rate 

FP +FN  
(P +N) 

Sensitivity, True positive rate, 
TP, Recall 

TP 
  P  

Specificity, True negative rate 
 TN 
  N  

Precision 
TP 

TP +FP  

F, F1, F-score, the Harmonic 

mean of precision and Recall 

2×precision×recall  

precision+recall  

The metrics used to measure the performance of a 

classifier are represented as shown in equations Table 1. 

Here, we considered record with class label YES as a 

positive record, and class label NO as a Negative record. 

P is a total number of positive records. N is a total 

number of negative records. TP refers to the positive 

records which are correctly labeled by the classifier. TN 

is the negative records which correctly labeled by the 

classifier. FP is the negative records which improperly 

labeled as positive. FN is the positive records which 

incorrectly labeled as negative. 

 

IV.  PROPOSED APPROACH 

In our proposed approach, we obtained the degree of 

influence of age, obesity and total blood cholesterol in 

elevating blood pressure using equation 1. It is a 

combined approach in which age, obesity, and blood 

cholesterol are used to predict whether a person is prone 

to HBP. Earlier research [9] carried on how BP 

influenced by age, obesity and high blood cholesterol. As 

they are considered individually in the prediction, 

performance of existing classifiers decreased in 

prediction. To address this problem, we proposed a new 

combined approach that uses ABF function as presented 

in Algorithm 1, which shows high performance in 

prediction as compared with existing algorithms. 

A. Proposed Classifier 

In proposed approach, we express Blood pressure as 

defendant variable(y) on age(x1), obesity(x2) and total 

blood cholesterol(x3). 

 

y=  
n

=i

iixc
1

                               (7) 

 

Where c1, c2, and c3 are impact factors which 

represent the impact of each attribute in elevating blood 

pressure and n is a number of attributes. The output 

variable y is used to predict whether a person is prone to 

HBP or not. Our proposed approach uses ABF-function; 

it reads the values of age, obesity and total blood 

cholesterol for each input record. Then it uses equation (7) 

to calculate the y value. The y value compared with Test 

value which is initialized as 200 during the training phase 

of the classifier. The thresh hold value 200 is set using 

training dataset. If calculated y value for a test record is 

greater than Test value, the record is predicted as YES 

otherwise NO. Here our data set contains 1100 records 

collected from 1100 people of age group between 18 and 

65. These records collected from Doctor C, a Diagnostic 

medical Center, Hyderabad, India. Each record consisting 

of age, obesity, cholesterol level, systolic and diastolic 

blood pressure values. We trained the model using 65% 

of records. In training phase impact factors, have been 

calculated and shown in Table 2, 3 and 4. The impact 

factor is a real value which represents the degree of 

influence of an attribute in elevating blood pressure. Then 

35% of records are used to test the model. 
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Table 2. Age and its Impact factors 

Age value c1 (Impact factor for age x1) 

<=30 1 

>30 and <=50 4 

>50 6 

Table 3. Obesity and its Impact Factors 

Obesity Value     c2 (Impact factor for obesity x2) 

<=26             -8 

>26 and <=30         0.5 

>30             1 

Table 4. Total Blood Cholesterol and its Impact factors 

Cholesterol value   c3 (Impact factor for Cholesterol x3) 

<=150            -1 

>150 and <=200         0.5 

>200             1 

B. Proposed Architecture 

Blood pressure increased if there is an increase in 

Blood volume or heart rate or stroke volume or blood 

viscosity or total peripheral resistance. We have 

represented different factors that are affecting Blood 

pressure. In figure 1 yellow rectangle represents proposed 

approach. In this approach, increase in obesity level, 

blood cholesterol and age may lead to increase in total 

peripheral resistance or increase in blood viscosity. It 

may result in raising blood pressure. 

 

 

 

V.  EXPERIMENTAL EVALUATION 

This section compares the performance of proposed 

classifier with the existing classifiers6. We used real-time 

data set collected from Doctor C, a Diagnostic Medical 

Center, Hyderabad, India for experimental analysis. All 

experiments are conducted using WEKA (Waikato 

Environment for knowledge analysis) tool.  

 

 

Fig.1. Block diagram of a Proposed approach 

We used parameters like accuracy, precision, TP rate 

and FP rate to compare the performance of classifiers. 

Data set consists of 1100 records; each record contains 

four attributes as shown in Table 4. In our Experiments, 

65% of records (715) are used to train the model, and 

35% of records (385) is used to test the model. 

A. Classification using J48 Classifier 

In this classifier, we used Attributes such as Age, 

Obesity, Cholesterol, BP-patient. Total Number of 

records are 1100. Among this 65% of records (715) are 

used to train the model, and 35% of records (385) are 

used to test the model. Test data consist of 151 records of 

class label YES, 234 records of class label NO. Out of 

385 test records, 349 records are correctly classified, and 

36 records are incorrectly classified. Classifier accuracy 

is 90.6494%. Table 6 shows the performance measures 

which are obtained using J48 classifier. 

B. Classification using Naive Bayes Classifier 

In this classifier, we used Attributes such as Age, 

Obesity, Cholesterol, BP-patient. Total Number of 

records is 1100. Among this 65% of records (715) are 

used to train the model, and 35% of records (385) is used 

to test the model. In test data 151 records are class label 

YES, 234 are of class label NO. Out of 385 test records, 

274 records are Correctly Classified, and 111 records are 

incorrectly classified. Classifier accuracy is 71.1688%. 

Table 7 shows the performance measures which are 

obtained using naïve Bayes classifier.   
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C. Classification using Regression 

In this classifier, we used Attributes such as Age, 

Obesity, Cholesterol, BP-patient. Total Number of 

records is 1100. Among this 65% of records (715) are 

used to train the model, and 35% of records (385) is used 

to test the model. In test data 151 records are class label 

YES, 234 are of class label NO. Out of 385 test records, 

266 records classified correctly, and 119 records 

incorrectly classified. Classifier accuracy is 69.0909%. 

Table 8 shows the performance measures which are 

obtained using simple logistic classifier. 

D. Classification using the Proposed approach 

In this classifier, we used Attributes such as Age, 

Obesity, Cholesterol, BP-patient. Total Number of input 

records are 1100. Among this 65% of records (715) are 

used to train the model, and 35% of records (385) is used 

to test the model. In test data 151 records are class label 

Out of 385 test records, 352 records are correctly 

classified, 33 records are incorrectly classified. Classifier 

accuracy is 91.4286 %. Table 8 shows the performance 

measures which are obtained using proposed approach. 

Table 10 represents Accuracy and error comparison of 

different classifiers.  

Table 5. Attributes Information 

Attribute Number Attribute Minimum Maximum Mean 
Standard 

Deviation 
Attribute Type 

1 Age 18 65 37.896 11.641 Numeric 

2 Obesity 15.5 37 24.193 4.031 Numeric 

3 Cholesterol 102 258 167.375 31.824 Numeric 

Table 6. Class wise accuracy details using J48 

Class TP Rate FP Rate Precision Recall F-Measure 

YES 0.821 0.038 0.932 0.821 0.873 

NO 0.962 0.179 0.893 0.962 0.926 

Table 7. Class wise accuracy details using Naïve Bayes 

Class TP Rate FP Rate Precision Recall F-Measure 

YES 0.570 0.197 0.652 0.570 0.608 

NO 0.803 0.430 0.743 0.803 0.772 

Table 8. Class wise accuracy details using simple regression. 

Class TP Rate FP Rate Precision Recall F-Measure 

YES 0.503 0.188 0.633 0.503 0.561 

NO 0.812 0.497 0.717 0.812 0.762 

Table 9. Class wise accuracy details using proposed approach 

Class TP Rate FP Rate Precision Recall F-Measure 

YES 0.828 0.030 0.947 0.828 0.883 

NO 0.970 0.172 0.897 0.970 0.932 

Table 10. Accuracy and Error Comparison of different classifiers 

Algorithm Accuracy Mean, absolute error Root Mean squared error Relative, absolute error 

J48 90.6494 % 0.1317 0.2757 27.5563 % 

Naive Bayes 71.1688 % 0.3727 0.4545 77.9833 % 

Simple logistic regression 69.0909 % 0.393 0.4555 82.2395 % 

Proposed Approach 91.4286 % 0.1252 0.2674 26.2229 % 

 

E. Performance Comparison 

This section provides the detailed analysis of accuracy 

and error rates which are obtained during the 

experimentation. The accuracy of the proposed classifier 

is 91.4286% which is greater than the performance of 

classifiers like j48, naive Bayes and simple logistic 

regression. The proposed classifier improved the 

performance while predicting positive records as 

compared to the classifiers like j48, naïve Bayes and 

regression-based classifiers as shown in Table 8. 

 

VI.  CONCLUSION AND FUTURE WORK 

This paper proposed a novel approach to classify test 

records of patients to predict whether a person is prone to 

high blood pressure. Proposed approach works in two 
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stages. In the first stage, it takes impact factors of each 

attribute from the sample data set. In the second stage, it 

calculates the class label attribute value (y). Based on 

the ’y’ value, it predicts whether a person is prone to high 

blood pressure. The conclusions made after getting 

experimental results are: If Cholesterol is >200 and 

obesity is >25 irrespective of age, person may become 

victim of HBP. If obesity is >30 and age is also >30 

irrespective of cholesterol level there is increase in 

systolic blood pressure.  If age>30 and obesity>25 and 

cholesterol is >150 possibility of person to become HBP 

is more. Increase in cholesterol level raising the diastolic 

blood pressure. In the performance evaluation, we used 

metrics like Accuracy, TP Rate, FP Rate, F-measure, 

Precision, Recall, Mean absolute error, Root mean 

squared error and Relative absolute error. The proposed 

approach has shown91.4286% accuracy, reduced time 

complexity and reduced error rates as compared to j48, 

Naive Bayes and, linear regression classifiers. As part of 

future research work, we would like to consider few more 

attributes like anxiety, stress levels of a person to enhance 

the performance of proposed Approach. 
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