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Abstract—Stochastic games are discussed as a priva-te 

class of a general dynamic games. A certain class of 

lexicographic noncooperative games is studied - lexi-

cographic stochastic matrix games L ),...,( 1 m . 

The problem of the existence of Nash equilibrium is 

studied with two analyses - standard and nonstandard 

way. Standard means using the same kind of mixed 

strategies in case of scalar games. In this case in lexi-

cographic stochastic matrix game Nash equilibrium may 

not be existed. Its existence takes place in relevant 

stochastic affine matrix game to the existence of Nash 

equilibrium. In 
L  game a set of Nash equi-librium is 

given by means of relevant stochastic affine matrix 

game's set of equilibrium. The sufficient condi-tions of 

the existance such affine game is proved. In nonstandard 

way of analyses we use such mixed stra-tegies, they use 
m ,...,1

 
components with lexicog-raphic probabilites. 

In this case the kinds of subsets of a set of equilibrium in 
L  game are described.  

 

Index Terms—Lexicographic, Stochastic game, 

Equilibrium situation, Affine game.  

 

I. INTRODUCTION 

Stochastic game is a noncooperative repeated game 

with randomized revert of the situations. At first such 

kind of games for several players and for scalar payoffs 

was defined by L. Shapley in 1953 year [1]. Then in 

detail they are studied in [2]. Stochastic game is played 

by some stages. At the beginning of each stage a game is 

in a certain situation. Players choose their activities and 

gain payoffs. They depend on current situation and 

activities. After this the system moves into another 

situation by randomization. At the same time the 

probability of moving depends on a previous situation 

and players activities. This procedure is repeated by finite 

or nonfinite number. A player's general payoff is often 

defined as payoff's sum on each stage. For players' finite 

number, for finite sets of activities and situations, in the 

process of a replay game by finite number, Nash 

equilibrium always exists in scalar stochastic games. A 

two players stochastic game is studied by A. Condon as a 

complexity of a simple gambling game [3]. N. Vieille 

showed that in two players' stochastic game for the finite 

set of players' activities and situations, if payoff's 

functions are the low limit of payoffs average meanings 

on finite step, there is always Nash approximate 

equilibrium for the majority number of players. The 

problem of the existence such equilibrium is still open [4].  

Stochastic games are used in many fields: economics, 

computer sciences, in systems management and ets. The 

usage of stochastic games in economics is dedicated the 

article [5] from works [2]. In this parer consider a recent 

trend in the application of stochastic games to economics 

characterized by the use of the lattice-theoretic approach 

to capture the monotonic properties of Markovian 

equilibria. The topics covered are: 1) a general 

framework for discou-nted stochastic games with 

Lipschitz-continuous and monotone equilibrium 

strategies and values, 2) a model of capital accumulation, 

and 3) two classes of games with perfect information: 

strategic bequests and oligopoly with commitment. In [6] 

turn-based stochastic games on infinite graphs induced by 

game probabilistic lossy channel systems (GPLCS), the 

game version of probabilistic lossy channel systems 

(PLCS) are discussed. Games with Buchi (repeated 

reachability) objectives and almost-sure winning 

conditions. These games are pure memoryless determined 

and, under the assumption that the target set is regular, a 

symbolic representation of the set of winning states for 

each player can be effectively constructed. Thus, turn-

based stochastic games on GPLCS are decidable. In [7] 

two-person zero-sum stochastic games with finite state 

and action spaces are considered. The expected average 

payoff criterion is introduced. In the special case of single 

controller games it is shown that the optimal stationary 

policies and the value of the game can be obtained from 

the optimal solutions to a pair of dual programs. For 

multichain structures, a decomposition algorithm is given 

which produces such optimal stationary policies for both 

players. In the case of both players controlling the 

transitions, a generalized game is obtained, the solution 

of which gives the optimal policies. In [8] zero-sum 

stochastic games are studied. The importance of statio-
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nary strategies is demonstrated by showing that statio-

nary strategies are better (in terms of the rewards they 

guarantee for a player, against any strategy of his 

opponent) than 1) pure strategies (even history-dependent 

ones), 2) strategies which may use only a finite number of 

different mixed actions in any state, and 3) strategies with 

finite recall. Examples are given to clarify the issues.  

We hereby note that a lot of works are dedicated to the 

stochastic games in the case of scalar payoffs. They are 

available through the Internet, but stochastic games in the 

case of vector payoffs are not studied. 

We can define stochastic games as general dynamic 

games private class. Let us define a general dynamic 

game.  

Players' N  set and X  positions' set are given. Note 

by ,)(x

iS  Ni  player's setof elementary situ-ations in 

Xx  position, and 



Ni

x

i

x SS )()(
 set's elements call 

elementary situations in x  position. Every sequence of 

positions and elementary situations  

 

       
;...,;,

)(

2

)(

1
21 xx

SxSx                   (1) 

 

is called a party.  

At every set of the parties players' payoff NiHi ,  

are given. Position kx  choosing is defined by transition 

function that
 
is a general function for fixed kx

 
towards 

its other arguments, but for fixed party  

 

        

)(

1

)(

1
11 ,;..., 


kx

k

x
SxSx                  (2) 

 

is probability distribution on X  set. 

From these definitions we get a stochastic game, if we 

consider the following: 1) let in general dynamic game 

X  set is finite, and at the same time its one of the 

elements that we note by 0x , is called finite. We suppose 

that each set 
)( 0x

iS consists of the only b  strategy (game 

final). If in (2) we fix ,01 xxk   
then transition function 

F  will choose ;0x  2) Consider that function F  

depends on only its last arguments - 

);;,(
)(

1
1

k

x

k xSxFF k

  3) For every ),( )(xSx  

couple let us introduce payoffs ),( )(x

i SxH  and in (1) 

party the payoff note the following way 

).,(
)( kx

k

k

i SxH  

The latter is the main principle of a stochastic game's 

construction. At the same time we use the definition of a 

stochastic antagonistic game from book [9] and according 

to this we define a stochas-tic matrix game with m -

dimensional vector pay-offs, their criteria are strictly 

ranked, or we define a lexicographic stochastic matrix 

game. We will study the problem of Nash equilibrium 

existence with both common standard, and for 

nonstandard conceptions  

Let define m -dimensional lexicographic strate-gic 

game and Nash equilibrium in it.  

Let us denote that in  

 

     
  NiiNii HXN }{,}{,              (3) 

 

game ),...,,( 21 m

iiii HHHH   is a vector-function of 

Ni  player’s payoff, for every Ni  vector iH  has 

the same m -dimensional and on the set of situa-tions 





Ni

iXX their comparison holds lexicographi-cally. 

We call such game a lexicographic noncoopera-tive 

(noncoalition) game with m - dimensional and we note it 

in the following way 

 

 
  NiiNii

L HXN }{,}{, ),...,( 1 m . (4) 

 

For two ),...,( 1 maaa   and ),...,( 1 mbbb   

vectors lexicographic preference ba L  means that it 

fulfills one of the following m  conditions: 

 

1) 
11 ba  ; 2) 

11 ba  , 
22 ba  ; . . . ; m ) 

11 ba  , . . . , 11   mm ba , mm ba   and a ≽ L b  if 

ba L  or ba  . 

 

By means of Game Theory the main exclusivity of 

modelling of strategic conflict is finding of J. Nash 

equilibrium (equilibrium, stable, steady) situation on the 

basis of analysis of the model of corresponding game. 

Consequently, in 
L game the main principle of opti-

mality is Nash equilibrium situation. For its determi-

nation let’s indicate  

 

),,...,,,...,( 111 niii xxxxx   ),,( ii xxx 
 

 

where  

,Ni Xx  and .ii Xx 
 

 

Definition 1.1. The situation Xx *
 is called Nash 

equilibrium situation in 
L  game if for Ni  and 

ii Xx  is fulfilled )( *xH i ≽
L

),,( *

iii xxH   
where 

,Ni Xx and .ii Xx   

Let’s note a set of equilibrium situation 
L  games 

standard mixed extension by ).( L  In such kind of 

games the main problem is that in every
L  game there 

doesn’t exist the equilibrium situation or maybe this set 

will be empty - )( L   [10 -19].  
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Definition 1.2. m -dimensional lexicographic matrix 

stochastic 
L game is called a set of p  lexicographic 

game elements or positions 
1( ,..., ),m

k k k   
 

1,..., .k p Each lexicographic game's element is desc-

ribed by kk qp   matrix, their elements have the 

following form:  

 

,),...,(),...,(
1

,1,,1,

l

p

l

kl

ij

mk

ij

k

ij

mk

ij

k

ij qaabb  
  

 (5) 

 

where  

 

      
0kl

ijq  and .10
1




p

l

kl

ijq                (6) 

 

Hence, according to the (5) definition, if in position of 

p lexicographic game the first player will choose i  

strategy and the second - j  strategy, then the first 

player's payoff will be equal ),...,( ,1, mk

ij

k

ij bb
 
vector and 

by 
kl

ijq ),...,1( pl   probability transfer will be taken 

place on l  lexicographic position, 01
1




p

l

kl

ijq  pro-

bability the process of a game will be stopped. On the (5) 

basic the game may be returned in one of the previous 

situation, by virtue of (6) probability that the party will go 

on infinitely is equal to 0.  

Defiition 1.3. The first player's strategy represents kp -

vectors totality )},...,({ ,

1

kn

p

nkkn

k
xxx   every 

pk ,...,1  and every such positive n  number, that 

fulfills the conditions 

 

      
,0kn

ix  .1
1




kp

i

kn

ix                       (7) 

 

A 
knx  strategy is called a stationary, if for every k  

vectors 
knx  do not depend on n  number.  

Also, the second player's strategy is called kq  vectors 

totality )},,...,({ ,

1

kn

q

nkkn

k
yyy   for which 0kn

jy  and 

.1
1




kq

j

kn

jy     

Note 1. According to the definition, the number 
kn

ix
 
is 

the probability of choosing its pure strategy i  on the n  

step in k  
position done by the first player. We will 

discuss a case, when players choose stationary strategies, 

or they always use one and the same elementary 

strategies when k  
will be played.  

For a couple of strategies in scalar stochastic game the 

first player's payoff is a vector ),,...,( 11

1 pvvv 
 
and in 

lexicographic stochastic matrix game payoff or the value 

of the game will be given by matrix  

 

     

1

1 1

1

( , , )...

. ... . .

...( , , )

m

m

p p

v v

v

v v

 
 

  
 
 

                     (8) 

 

Stochastic games is one of the most complex tendency 

in Dynamic games. In scalar stochastic matrix games 

even in the case of Nash equilibrium existence, for its 

finding it is necessary tu use special algorithms. But in 

stochastic games in case of ranking vectors payoffs or in 

lexicographic matrix stochastic game the problem is 

getting worse and worse. At first the existence of 

equilibrium must be established and then such kind of 

situation must be found, this is the most difficult 

procedure. Therefore in the given paper we formally 

study these problems for two players' an tagonistic 

variant but their concrete realization is the subject of 

future.  

In the second part of the paper o lexicographic 

stochastic game is given from , 1,...,k k p   position 

of p lexicographic game and with the help of it ),(tk  

affine game will be constructed. If in affine ),(tk  game 

will be the solution on any positive interval, then on any 

positive interval of this section the set of ),(tk  game's 

equilibrium is described. The sufficient condition of the 

given affine game's value is proved (Theorem 2.3) and 

hence the sufficient conditions of the given stochastic 

matrix game's existence value is also proved.  

In the third part of the paper the question of the 

existence of equilibrium in lexicogrsphic stochastic 

matrix game is studied with the help of nonstandard 

analysis, therefore the concept of a lexicographic 

probabilistics mixed strategy is introduced and with the 

help of this lexocographic game's positions playing are 

taken place. In such strategies equilibrium situation's set's 

subsets are described (Theorem 3.1)  

 

II. EQUILIBRIUM SITUATION IN LEXICOGRAPHIC 

STOCHASTIC MATRIX GAME  

Let us discuss a lexicographic noncoalition game 
1( ,..., )L m     with payoff functions 

.),,...,,( 21 NiHHHH m

iiii   In this sort of game the 

problem of the existence Nash equilibrium will be studied 

by us, because of this ),...,,( 21 m

iiii HHHH 
 
by 

certain scalar combina-tion of criteria vector-function on 

the basic of (depe-nding of scalar ]1,0[t  parametric) 

affine game theory was constructed [10-12] and with the 
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help of it the form of a set )( L  Nash equilibrium that 

is given in the following way:  

 

      

),()(
)1,0( ],0[

)( 
 


 


t

t

L
                 (9) 

 

where )(t  is 
L  game's affine game. 

For vector ),...,( 1 m

ll bb
 
affine form is defined by the 

following way: 

 

    
.10,)(

...)(),...,(

11

1211





 ttbb
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l

m

l
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m
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     (10)  

            
 

Let us note this form by .),...,( )(

1

tl

m

llf bbbA   

Theorem 2.1. Let us say    
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1

11 m
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p

l
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mm qaabb  


  (11) 

then  

 

       

,)(,

1

)()( tl

p

l
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                    (12) 

 

 

where ),(tl  is l  position's affine game.  

Proof. From (11) we get, that 
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1
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l
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l
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It follows that: 
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1
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p

l

kl

ijt qa 
  
 

that means (12). 

Hence, lexicographic stochastic matrix game is given 

from the , 1,...,k k p   position of p
 
lexico-graphic 

game and with the help of ),(tk affine game will be 

constructed. 

We call scalar ),(tk  game the element of affine game.  

Let us denote that there exists the solution of ),(tk  

game on pktt k ,...,1],,0[   interval. Let us change 

in (12) affine game's ),(tk  element with its meaning 

],0[),( kk tttv   component and note  

 

       
),()( )(tkk Bvaltv                    (14) 

 

where )(tkB  is kk qp   matrix },{ )(,

k

tijb their elements 

are defined by equalities 

 

     

),(
1

)(,)(, tvqab l

p

l

kl

ij

k

tij

k

tij 




  

           (15) 

 

at the same time   

 

    }.,...,min{

],,0[),,...,(

1

*

*,1,

)(,

p

mk

ij

k

ijf

k

tij

ttt

ttaaAa





       (16) 

 

Let us also discuss kk qp   matrix 

,,...,1,},{ plkqQ kl

ijkl   that is formed by playing 

probabilities of the game's elements.  

By A  matrix of a payoff the set of solutions   game 

note ( ( )),A   in its every situation the value of the 

game is given by virtue of (8) matrix. 

Theorem 2.2. If there exists the solutions )(, tk  game 

on ],0[ *t
 
interval, then inclusion takes place 

 

))(())(())(( )(

1

)( tk

p

l

kltk BQA 


    (17) 

 

on interval ].,0[],0[ *

0 tt 
 

Proof. Let us say )),(((),( tAYX k

Kk 
 

],,0[ 0tt  )),((),( kl

Kk QYX 
 .,...,1 pl   

Than can write inequalities:  
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,)()()(

TTT k

tk

kk

tk

kk

tk

k YAXYAXYAX     

],,0[,, 0ttYX kk            (18) 

 

,
TTT k

kl

kk

kl

kk

kl

k YQXYQXYQX    

 .,...,1,, plYX kk 
           (19) 

 

Let us multiply both part of inequality (19) by 

)(tvl
),...,1],,0[],0[( *

0 plttt   and sum this 

kind of inequality together with (18) inequality, we get: 

 




TTT k
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k
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k
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],,0[,, 0ttYX kk 
 

 

that by virtue of equality (15) means  

 

.)()()(

TTT k

tk

kk

tk

kk

tk

k YBXYBXYBX  
  

(20)
  

 

It means that )((),( )(tk

Kk BYX 
 for every 

],0[ 0tt  and inclusion (17) is proved.  

Conclusion. On the basis of this theorem and from (9) 

equality of the set of equilibrium in lexicographic game 

we write: 

 

    

)).(())((
)1,0( ],0[

)( 
 


 


t

tkk BB      (21) 

 

Theorem 2.3. If every pk ,...,1  and ],0[ *tt   

 

     
 ))(())(( )(  kltk QA  ,

        
(22) 

 
 

than there exists exactly only vector-function 

))(),...,(()( 1 tvtvtv p  on the set ],,0[],0[ *

0 tt   

that fulfills (14) and (15) equalities.  

Proof. From the begining let us prove )(tv  vector-

function uniqueness. We admit a contradiction, let there 

exists two such kind of )(tv  and )(tu  vector-function 

on the set ].,0[],0[ *

0 ttt   Let us note
   

 

|)()(||})()(|max{max 11
],0[ 0

tutvtutv kkll
tl


  

(23)
 

 

and note that .0|)()(| 11  ctutv kk  
Let us define two affine )(tkB  and )(tkB  matrix with 

relations
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We get that  
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tij

k

tij  


  (25) 

 

according to this .),(),( 11
cbb k

tij

k

tij   Then it is obvi-ous, 

that the following inequality will be fulfilled  

 

     
.)()( )()( 11

cBvalBval tktk              (26) 

 

By )(tv  vector-function fulfills (14) and (15) equa-

lities, and )(tu  vector-function fulfills analogical equa-

lities. Therefore the following inequality will be fulfilled 

,)()( 11 ctutv kk 
 
that is contradictory to 

.0|)()(| 11  ctutv kk  
Let us prove the existence and define it inductively 

)0,....,0,0(0 v
 

 

   

,...2,1),(1

1
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,

),(  
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p

l
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k
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(27) 

].,0[},{)()( 0

,

)(

1 ttbvalBvaltv rk

ij

r

tk

r

k 

 
 

First of all prove that the sequence 

))}(),...,(()({ 1 tvtvtv r

p

rr   is uniformly convergent 

and then prove that its limit has got (14) and (15) 

properties. Let note 

 

       

}.{max
1
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p

l

kl

ij
jik

qS                       (28) 

 

Apparently .1S
 
Note that 

  

 
].,0[|,)()(|max)( 0

1 tttvtvtC r

k

r

k
k
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   (29) 

 

From this we get )()( 1 tCStC rr 
 
and hence 

.)( 0CStC r

r 
 
Thus sequence )}({ tvr

 is Cauchy 

subsequence and because of this it must be sum-med up 

to towards any )(tv  limit and at the same time uniformly.  

Let note  

 

    
},{)()( )(,)(

k

tijtkk bvalBvaltu         (30)
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Where 

 

re ).(
1

)(,)(, tvqab l

p

l

kl

ij

k

tij

k

tij 




           
 
(31)

 

 

As sequence )}({ tv r

k
 is uniformly convergent on 

interval ],,0[ 0t  therefore we can choose r so big for 

any 0  number, that for every k  the follo-wing 

inequalities will be fulfilled.  

 

,
2

|)()(|


 tvtv k

r

k .
2

|)()(| 1 
 tvtv k

r

k

 

 (32) 

 

From this it follows that for every k  the following 

inequality will be fulfilled .|)()(|  tutv k  But as 
 

arbitrary, that is why the following equality must be 

fulfilled ].,0[),()( 0tttutv k   The Theorem has 

been proved.  

Let discuss without analysis 2-dimensional stocha-stic 

matrix game from the 3 element of a lexicog-raphic game.  

Example 2.1.   

 

,
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.
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)1,5(
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2)2,1(

1

3
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In the given game in the case of the equilibrium 

existence the value of the game will be by virtue of (8)  

 
1 2

1 1

1 2

2 2

( , )

( , )

v v
v

v v

 
  
   

 

III. USAGE OF NONSTANDARD ANALYSIS 

In m -dimensional lexicographic stochastic matrix 
L  

game let us use a nonstandard analysis. Because of this 

let us write down 
L  and payoff vector-function 

),...,,( 21 mHHHH   the following way  

 

),,...,,( 110  mL
 

)},,...,,{(),...,,( 110120   m

ijijij

m aaaHHHH
  

.,...,1;,...,1 qjpi 
 

 

On a set of pure strategies m -dimensional probability 

distributions are given. In this case each 
k  

)1,...,1,0(  mk  criteria of 
L  game corresponds to 

its probability distributions on sets of pure strategies. 

Besides, a lexicographic m -dimensional order relation is 

given on set of m -dimensional probability distri-bution. 

The given construction is made by the metho-dology of 

nonstandard analysis [20]. Therefore, the given mixed 

strategy is called a nonstandard mixed strategy, and a 

lexicographic game in such strategies is called a 

nonstandard mixed extension. An equilibrium situation in 

mixed strategies is defined in 
L game. The analyzed 

examples show that if in a lexicographic matrix game 

doesn’t exist a saddle point in standard mixed strategies 

then a saddle point maybe doesn’t exist in nonstandard 

mixed strategies. If in a lexicographic matrix game 

doesn’t exist a saddle point in standard mixed strategies 

then there can be existed a saddle point in nonstandard 

mixed strategies. Thus, lexicographic games’ nonstandard 

mixed distribution is a generalization of a standard mixed 

extension [17].  

For conducting such analysis it is necessary to define 

vectors lexicographicp roduct operation by   notation.  

Let we have m - dimensional vectors 

),...,( 10  maaa
 
and ),...,( 10  mbbb  we note 

 

,,( 011000 babababa   

,, 021120 bababa  )... 0110 baba mm   = 

,,(
1

0

100 



k

kkbaba ,
2

0

2




k

kkba . ),
1

0

1





m

k

kmkba . (34) 

 

It is obvious, that m -dimensional ba  vec-tor’s 

components are the following form of one variable m -

degree 
mmtataata  ...)( 10

 and 

mmtbtbbtb  ...)( 10
coefficients of polynomi-

als multiplication, only in difference with, that in the 

process of their multiplication m -degree polynomial can 

be conservated. 

In the following lemma some essential properties of 

vectors lexicographic product is established. 

Lemma 3.1. Lexicographic product’s   operation 

defined by (33) has got the following properties: 

 

1) Commutativity - ba = ab ; 

2) Associativity - )()( cbacba  ; 

3) Distributivity of summation -  

;)( cbcacba 
 

4) “Monotonicity in two cases: 

a) Weak monotonicity. If 
mm R

  ),...,( 10   

and ),...,( 10 maa L
≼ ),...,( 10 mbb  a( L

≼ )b , then 

a L
≼ b ; 

b) Strict monotonicity.  
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Let 
mm R

  ),...,( 10   and 

)0,...,0(),...,( 10 Lmaa 
. 

If ),...,( 10 maa L   ),...,( 10 mbb  and 
0a ≠0, then 

a L  b . 

 

Let note that in the conditions of b) case the 

requirement of difference from first components’ xero is 

essential in ),...,( 10 maa  vector. 

Having applied Let use this apparatus in lexicographic 

stochastic game. Let us discuss a case when in the 

process of choosing ),( ji  situation l -th lexicographic 

game's element is being played by lexicographic 

probability  

 

.,...,1),,...,( 1,0, pkqq mkl

ij

kl

ij 

 
 

In this case k -th game's element payoff matrix 

consists of the following elements:  

 
,0 , 1 ,10 , 1

,0 , 1 0 1

1

( ,..., ) ( ,..., )

( ,..., ) ( ,..., ),

k k m k k m

ij ij ij ij

p
kl kl m m

ij ij l l

l

b b a a

q q

 

 



 

  
    (35) 

 

where  

 

,),...,( 1,0, mmkl

ij

kl

ij Rqq 

 
 

      

).1,...,1(),...,( 1,0,

1





 mkl

ij

kl

ij

p

l

qq       (36) 

 

Let change in (35) ),...,( 10  m

ll  by its meaning 

component ).,...,( 10  m

lll vvv  According to the 

definition we have  

 

   ,...,,(

),...,(),...,(

01,10,00,

101,0,

l

kl

ijl

kl

ijl

kl

ij

m

ll

mkl

ij

kl

ij

vqvqvq

vvqq



 

   (37) 

)...., 01,10,

l

mkl

ij

m

l

kl

ij vqvq  
 

 

 

Because of this (35) will have the form  

 
,0 , 1 ,0 , 1

,0 0 ,0 1 , 1 0

1

( ,..., ) ( ,..., )

( ,..., ... ).

k k m k k m

ij ij ij ij

p
kl kl m kl m

ij l ij l ij l

l

b b a a

q v q v q v

 

 



 

     (38) 

 

 

Let discuss the following 
kk qp   matrices:  

 

 
)},,...,{( 1,0,  mk

ij

k

ijk aaA
 

     
)},,...,{( 1,0,  mk

ij

k

ijk bbB
          

(39)
 

 
)}.,...,{( 1,0,  mkl

ij

kl

ijkl qqQ
 

 

Analogically tu the theorem 2.2 the following theo-rem 

is proved.  

Theorem 3.1. Inclusion is being taken place  

 

)).(())(())((
1

kl

p

l

klk BvQA 


 
  

 (40) 

 

IV.  CONCLUSION 

Is some scalar stochastic antagonistic game Nash 

equilibrium may not be existed. We are having certain 

problems in lexicographic stochastic matrix games too - 

in all games equilibrium situation may not be existed. In 

lexicographic stochastic matrix L ),...,( 1 m  game 

the set of equilibrium situa-tions if it is empty is 

described by means of a set of equilibrium situation in 

relevant affine (scalar) game. At the same time for 

L ),...,( 1 m  game with the help of nonstandard 

analyses the players lexicographic probable mixed 

strategies are defined, by using them 
m ,...,1

 games 

will be chosen. It is pos-sible that 
L game neither has 

got the solution in these strategies.  
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