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Abstract—The increasing amount of data and a need to analyze the given data in a timely manner for multiple purposes has created a serious barrier in the big data analysis process. This article describes the challenges that big data creates at each step of the big data analysis process. These problems include typical analytical problems as well as the most uncommon challenges that are futuristic for the big data only. The article breaks down problems for each step of the big data analysis process and discusses these problems separately at each stage. It also offers some simplistic ways to solve these problems.
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I. INTRODUCTION

The advanced technologies has allowed companies to collect data from multiple sources to create a big data stream that was initially designed to be used to extract a valuable information to manage the business. The big data flood allows companies to build essential conceptual models that help to adjust to the new market trends and understand customer behavior. These models are used to differentiate the products offered by the company to match consumer’s expectations.

The information is also used to explore the niche markets before competitors enter the market. The leverage and the power that the big data offers has attracted many companies and scientists. However big data has also created challenges that must be solved to eliminate the gaps in the big data analysis process [1, 2].

The problems start right away during data acquisition, when the data tsunami requires us to make decisions, currently in an ad hoc manner, about what data to keep and what to discard, and how to store what we keep reliably with the right metadata. Much data today is not natively in structured format; for example, tweets and blogs are weakly structured pieces of text, while images and video are structured for storage and display, but not for semantic content and search: transforming such content into a structured format for later analysis is a major challenge. The value of data increases when it can be linked with other data, thus data integration is a major creator of value. Since most data is directly generated in digital format today, we have the opportunity and the challenge both to influence the creation to facilitate later linkage and to automatically link previously created data. Data analysis, organization, retrieval, and modeling are other foundational challenges. Data analysis is a clear bottleneck in many applications, both due to lack of scalability of the underlying algorithms and due to the complexity of the data that needs to be analyzed. Finally, presentation of the results and its interpretation by non-technical experts is crucial to extracting actionable knowledge.

The many novel challenges and opportunities associated with Big Data necessitate rethinking many aspects of these data management platforms, while retaining other desirable aspects. That appropriate investment in Big Data will lead to a new wave of fundamental technological advances that will be embodied in the next generations of Big Data management and analysis platforms, products, and systems. A major investment in Big Data, properly directed, can result not only in major scientific advances, but also lay the foundation for the next generation of advances in science, medicine, and business [3, 4].

The big data has created sophisticated analytical bottlenecks that cannot be solved with common tools and practices that are used in the industry today. Many counterintuitive approaches are taken to reduce the clout in the process and gain the beneficial competitive advantage that the big data analysis offers. Hence it has become a prerequisite to build the scientific approaches and theoretical models to tackle these problems.

II. THE BIG DATA ANALYTICAL PROBLEMS

Through better analysis of the large volumes of data that are becoming available, there is the potential for making faster advances in many scientific disciplines and improving the profitability and success of many enterprises. The challenges include not just the obvious issues of scale, but also heterogeneity, lack of structure, error-handling, privacy, timeliness, provenance, and
visualization, at all stages of the analysis pipeline from data acquisition to result interpretation. These technical challenges are common and therefore not cost-effective to address in the context of one big data alone. Furthermore, these challenges will require transformative solutions, and will not be addressed naturally by the next generation of industrial products. For this we need to encourage basic research in the direction of solving these technical problems that would achieve the promised benefits of big data.

The technologies used for big data analysis include MPP (Massively Parallel Processing) analytical platform systems, Cloud Services, Hadoop and MapReduce and NoSQL data warehouse management systems. The Hadoop systems that are part of Apache Software Foundation is one of the most common technologies used to analyze immense amount of data in distributed file systems. Hadoop consists of two main components; Hadoop MapReduce and Hadoop Distributed File Systems (HDFS). The MapReduce component is used in parallel calculations whereas HDFS is assisting in managing the distribution of the files within system [5].

The programming model used in Hadoop is MapReduce which was proposed by Dean and Ghemawat at Google. MapReduce is the basic data processing scheme used in Hadoop which includes breaking the entire task into two parts, known as mappers and reducers. At a high-level, mappers read the data from HDFS, process it and generate some intermediate results to the reducers. Reducers are used to aggregate the intermediate results to generate the final output which is again written to HDFS. A typical Hadoop job involves running several mappers and reducers across different nodes in the cluster.

A certain set of wrappers are currently being developed for MapReduce. These wrappers can provide a better control over the MapReduce code and aid in the source code development. The following wrappers are being widely used in combination with MapReduce.

Apache Pig is a SQL-like environment developed at Yahoo is being used by many organizations like Yahoo, Twitter, AOL, LinkedIn etc. Hive is another MapReduce wrapper developed by Facebook. These two wrappers provide a better environment and make the code development simpler since the programmers do not have to deal with the complexities of MapReduce coding. In addition to these wrappers, some researchers have also developed scalable machine learning libraries such as Mahout using MapReduce paradigm [6, 7].

The most advanced technologies are used in order to find a better way to extract the information from the big data. The process of analyzing the big data and extracting the essential information can be divided into four simple steps regardless of the purpose of the analysis:

- data collection;
- integration;
- analysis;
- real world application.

A. Data Collection

Color figures will be appearing only in online publication. All figures will be black and white graphs in print publication. Collecting the data from multiple sources is the first step of general big data schema (Figure 1). Challenges arise when the data sources are complex and sophisticated. The main source of data for Big Data stream is rapidly shifting from manual data entries to the data collected from sensors, social networks, automatic data collector machines that are triggered when a particular event happens, geographic information systems, automatic page scanners that enable to extract particular data characteristics form emails and online pages [8, 9].

Heterogeneity of the data sources is the most important problem in the data collection step. Heterogeneous data problems arises due to – Variety, Representation and Semantics of the data sources. Most of the data created nowadays fundamentally differ from the data types that the original systems were designed for [10, 11].

Semantic problems emerge due to the difference in the definition of the collected data between two parties. For example, the system designers might program the bank system to include some fees into total earnings whereas the data analysts would assume these fees to be reported separately. The analyst who uses the total earnings in calculations might not be aware of these definition, hence create blunder in reports.

![Fig.1. The Big Data Analytical Process Steps Problems](image)

The data representation problems are similar in nature to the semantics problems. The data misrepresentation might be caused by different types of data that is used to show the same information. In the similar example we
used above, even if both parties agree on the earnings definition, the data collector might capture the data in floating numbers where as it is required to be an integer for the other party in order to be able to merge the data into a bigger dataset. Common mistakes in representation is caused by date formats and character fields. Database designers might try to join datasets using name and surname of the customer to extract some essential information. Since character fields are case sensitive, even small misrepresentation, such as, using different capital letters, will make the search and joins inefficient.

Taking into account the commonality of the problem the most regularly used database tools such as SAS has created functions like “UPCASE” to capitalize all letters before making the comparison. SAS also uses “DATEPART” function to generalize the date formats into single form before trying to match the observations. The easy way to solve the problem is to use ontologies agreed by both parties beforehand [12-13].

One of the most important problems in data collection is to collect the data required for the purpose. The immense amount of data acquisition requires to make instant decisions of what data to keep and what to discard. Due to the size of the big data this process usually takes enormous efforts and resources. Note that at this stage it is also important to delete or ignore the data deviations. Since most of the data collected nowadays is in the digital format, it is easy to link the data to each other or previously collected data. This creates false correlations that will be discussed in the next sections of the big data analysis process.

The outliers may also appear in dataset due to human or technical errors. Since the data collection process is separated from the data analysis, the systems and data collectors are not necessarily familiar with the purpose of the data that they are collecting. The detachment from the end result makes it hard for data collectors to pinpoint the outliers or data errors right away.

Another big problem is to transfer the data collected. Due to the size of the data the speed of the transfer may be a bottleneck in the process. Researchers work on creating the high speed fiber optics that can transfer the big data fast. Using new type of fiber optics, researchers in the Technical University of Denmark were able to transfer the data using single optics with the speed of 43 TBps. This is the highest speed achieved so far after successful attempt of scientists in Institute of the Technology Karlsruhe were able to achieve the speed of 32 Tbps [14].

Note that even though the fiber optics are developed to achieve high speeds in data transfer process, there are few successful attempts in creating the devices that can receive the data and store it with the same speed. At this stage of the big data process, the data protection and security problems must also be taken into consideration. Losing the high sensitive data during transition is one of the most common data security problems [15].

Many of the secure transmissions require some type of encryption agreed on beforehand by both parties. The multiple layered encryption codes are used by banks to transfer the sensitive customer information from one source to the other. Despite these security measures data losses happen in the system. Common practice is to create secure channels or SSL (secured socket layer) portals between parties to add additional layer of protection [16, 17].

B. Integration

The data that has been transferred must be stored in some form. Every day we create so much data that it costs companies fortune to store it in order for them to improve their business. The demand for storing the big data has increased so immensely and in such a fast pace that, new companies such as Switch has been created solely to help companies to resolve their problems with storing the data. According to the SuperNap, one of the biggest data centers in the world located in Las Vegas, US, Switch’s seven football court sized server helps Google, Morgan Stanley and the other big companies to store the data required for their business. The data storage market has grown to 70 billion dollar a year. According to Google’s fourth quarter fiscal year spending results In order to decrease their dependency on companies that focus on storing the data, Google spent 7.3 billion dollars in 2013 to invest in its infrastructure and data storage facilities [18, 19].

Storing such a huge sized data requires enormous amount of energy and resources. One of the problems of the Big Data is to find the best located servers to store the data. The server locations must also be energy efficient and scalable. The location is important due to the speed of transfer of the stored data to do the analyses. The problem of a storage location and the speed of transfer is more severe for companies that need to make instant decisions based on market fluctuations. Since most of the mathematical algorithms are designed to start the calculation of market variables at a given market prices, most brokers and stock market participants are vulnerable to the differences in information transfer speed. Most companies started to solve the problem using the cloud computing.

Cloud computing is a successful computational paradigm for managing and processing big data repositories, mainly because of its innovative metaphors known under the terms “Database as a Service” (DaaS) and “Infrastructure as a Service” (IaaS). DaaS defines a set of tools that provide final users with seamless mechanisms for creating, storing, accessing and managing their proper databases on remote (data) servers. Due to the naïve features of big data, DaaS is the most appropriate computational data framework to implement big data repositories.

IaaS is a provision model according to which organizations outsource infrastructures used to support ICT operations. Due to specific application requirements of applications running over big data repositories, IaaS is the most appropriate computational service framework to implement big data applications.

Even though the cloud computing have multiple advantages it requires most small companies to “rent” the
storage places from other companies. This creates business dependencies that only the big companies have resources to avoid.

Most data generated today is not generated with a metadata or is not transferred with a metadata attached. Omitted metadata creates problem during the integration process of large amount of data. The process requires to attach a meaning and assign the data to a field [20, 21].

Think about a case when customer information such as latest balance is transferred from one branch to another without indicating what the data is actually representing. This will obviously create confusion when attaching the data to the customer’s profile. When metadata does not exist or is not created during data collection process the stored data is basically useless for further analysis. Integration of the data requires IT technicians to thoroughly understand the data transferred in order to store them in a meaningful fashion. It is not uncommon to spawn assumptions about the metadata when it does not exist.

However this approach might create false assumption and give wrong results in further analysis. The assumptions made on the metadata might also result in an increase in the scale of the data and create cross products during the join operations. The cross products will result in “useless” repetition of observations in dataset that should be avoided by any cost due to the size of the big data. Therefore there is no doubt that integrating multiple datasets in order to create a data storages is the hardest process at this step [22]. The data storage for the Big Data must have some properties in order to serve the needs for long term and work efficiently (Figure 2).

First of all the data storage must be well structured. Data structure is a specialized format for organizing and storing the data. The data structure must be easy to understand, easy to extract information from and easy to change when required. The structure of the data must be consistent [23]. Some of the data storages such as Oracle have physical and logical structure forms. Logical structure forms are not known to the operating systems. The data analyst or app developer might be aware of the logical structure which would help the analysis. It is harder to solve the problems when database administrator is not aware of the link between the physical structure and logical structure.

When dealing with Big Data the structure of the data storage might get too complicated. In that case many database administrators will try to create the data structure control files in order to find the required fields or understand the impact of the changes to the main structure. At this point it is also important to create the rollback codes. When the integration process fails and the data storage gets ugly after the changes has been made to the structure, data rollback files will help to undo the damage done to the database. Oracle has also created the redo files that would redo all the selected changes to the database [24].

Since the big data variables and data types can change actively the data storage structure must also be dynamic enough to accommodate the changes in the data received. The fast changing aspect of big data will also require the data storage to change its scale rapidly. Logical structure files are meant to help the data administrators to review the changes to the structure and adjust the data storages to eliminate any inconsistencies. One of the advantages of using clouds for storing the data is its dynamic and scalable properties. However most of the companies have raised their concerns for privacy issues of using clouds for storing the data. Most business units do not want to lose the control over the data. By using the stored data for marketing and advertising purposes, the companies offering cloud computing have lost their creditability. The low data protection and poor data backup policy issues have also caused the clients of cloud computing losses failure to protect customer sensitive data. These problems have created serious concerns over reliability and continuity of the services provided by the companies offering the cloud storage. Data protection laws have been passed in many countries to eliminate the above problems. However it is important to understand that the cloud storages and companies using them might be operating in different countries under different laws. Note that this type of storage of the big data requires high speed of connection for transfer of data extracted as discussed above [25-27].

Since storing the big data can be expensive, some companies have tried to store only part of the data collected. This approach has eliminated the need to outsource data storages and decrease the cost of storing the data. This simple technique might be helpful for the small companies that are focused only on one aspect of the customer service. However for most of the companies deciding on the data that needs to be stored can be more challenging than storing all of the data acquired. A complex analysis may require ad hoc information that can be hard to include in to the dataset if the data storage has not been designed to store that information [28].

C. Analysis

The problems that data analysts face when dealing with an average size of data set emerge in more severe form for the big data. Most business decisions need to be made in a timely manner. The companies that cannot modify their behavior to the changes in the market behavior in a timely manner have serious problems and will likely face severe problems in the future. The decisions made to adjust the company behavior must be based on the results of market realities. The challenges with the big data is
that the data extracted for decisions may skew those realities by more than most companies can afford. The false correlations and unknown data links will create challenges in the interpretation of data extraction results. When the data scientist or the senior management do not have clear idea of how the data should look like, such biased results are hard to pinpoint [29].

False temporary correlation will most likely result in wrong decisions that can damage the company in the long term. The correlations are hard to remove unless it is extremely controversial. For example data analysis might show that the oil prices are highly correlated with the demand for a medicine to fight alcoholism. At this stage it is always good to keep in mind that correlation does not mean causation. Hence data analyst might want to ignore this trend due to the high unlikeliness or the counter intuition of results. However, even in such a controversial situation, market adjustments might create real data that might seem extreme, but could be real. The alcohol prices are indeed highly correlated with oil prices due to changes in the transportation cost, which affects the alcohol price and hence the consumptions which increases the demand for that medicine. It is indeed hard to find false correlations and links within big data. The links within the big data may be created due to the business practices or false data. Think about a new product introduced by the company. The product such as credit monitoring subscription can be bought with the new loan or transferred from the previous loan of the customer. During creation of metadata or database this link might be lost. Hence the data analyst that wants to understand the penetration rate or profitability on that product can ignore the transferred subscriptions. The result will most likely create a false view that can result in wrong decision such as cancellation of that medicine. The investor will lose millions of dollars if such simple calculations will take more than couple seconds. This process that might seem simple at first glance requires to analyse and extract immense amount of data. The problem can be partially solved using high end technologies. However such technological advanced products cost companies fortunes. Taking into account the abrupt changes in the technological trends and the pace of the technological innovations, the long term benefit from such programs is extremely low. It creates challenges for the small companies or start-ups to adjust their businesses swiftly and catch up to their competitors.

The cost based optimization programs have been developed by big companies to increase the efficiency of the use of such technologies. For small companies such a simultaneous change to the new trend is nearly impossible. Most of these companies would prefer to adjust their capacity and enter into niche markets to survive. The new features in the technology have created new ways to spread the information from one end to another. It has created the market interdependencies which makes niche markets interconnected to bigger market events. Hence scraping all the information from the big data becomes reality and a need to survive [32].

It is also important to underline the models that are used to extract the information from the big data. Due to the size of the big data, common practice for most financial institutions would be to create the model using development sample and validate the results in the validation test sample. One of the problems in is to choose the development and the validation sample. Given the size of the big data and the computer capacity, the test sample might be less than 25% of the whole data.

The test sample is then divided into the development and validation sample which further decreases the model dataset. It must be noted that even though the test statistics could result in somewhat predictive models, the samples chosen are not enough to be fully sure in the decisions made. Of course even at this stage companies must make choice between how fast they can get the result versus how predictive they want their end result to be. Note that the big data collected might include thousands and thousands of variables. This feature of the big data makes it impossible to create the predictive models using all of these variables.

Companies bin the development datasets and use logistic regression on the development dataset to find a handful set of variables that can be used as predictive. It is extremely important to understand how these regression models work. Commonly used regression models- logistic models would choose one predictive variable and eliminate the variables that are correlated with that variable and have lower predictive power in comparison.

However we have already underlined the commonality of the false correlations in the big data. Hence this false correlation is not only analytical problem that arises at the final step of the big data analytics, it also causes problems
during the model building process. The eliminated variables from the model due to the high correlation, could have been predictive ones that showed the false correlation and false linkage to the selected variable. Even after the modelling is complete, most senior management would chose to eliminate some of the predictive variables in order to make the model simplistic for operational purposes. It creates additional problems in the strength of the model built on the big data. Hence even though, the big data captures most of the variations in the customer behavior, and the models built on this data should be more predictive, the end result is not necessarily always true [33-35].

D. Real World Application Problems

The big data creates challenges at every step of the analytical process for data scientists and management. The companies are having bigger challenges in finding qualified data scientist that can work with the big data rather than the problems in the analytical process itself. Companies spend millions of dollars every year to train their staff to work with the big data. There are very few analysts in the job market who can work with the big data.

However, there are even fewer people in the market who can understand the data and the meaning underlying the numbers. Most analysts have hard time to understand and see the false data results. Data scientist must have ability to descend patterns where others do not see any. A study by McKinsey projects that “by 2018, the U.S. alone may face a 50 percent to 60 percent gap between supply and requisite demand of deep analytic talent” [36].

The shortage is already being felt across a broad spectrum of industries, including aerospace, insurance, pharmaceuticals, and finance. The negative trend has also been noted by high ranking universities which now offer exclusive programs to train such analysts. The lack of data analyst will also create more problems for the companies that want to do ad hoc analysis on big data and implement the new models in the market. The problems discussed in this article will result in most companies losing their customers as a result of skew in the data and misinterpretation [37-41].

III. CONCLUSION

The big data creates challenges at every step of extraction and analysis. Despite the challenges described in the article companies will not stop using big data for their business purposes. The companies and scientist will not stop trying to solve these problems using various analytical and scientific tools. The reality is that the future is depended on the big data.

The companies that want to survive and operate in the future will have to learn to work with the big data and solve these problems. Markets have already shifted to react to the big data trends. Even though the cost of big data analytics leaves less hope for small companies, most believe the small entrepreneurs and start-ups have higher chance to adjust their businesses due to the lack of a complicated hierarchical structure in those small companies. The companies also hope to attract the better data analysts buy offering them high salary. This might create new incentives for data analysts and scientists to implement the new ideas that might solve some of the most challenging problems in big data analytics.

Big data has already attracted a lot of attention and many work on solving fundamental problems that can change the way we perceive the reality right now. The technologies that understand and process huge amount of data to interact with humans are more and more of the reality and attract customers. Markets has already created the demand for such technologies. It is now up to the companies to find ways to satisfy that demand.
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