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Abstract—Text Classification is done mainly through classifiers proposed over the years, Naïve Bayes and Maximum Entropy being the most popular of all. However, the individual classifiers show limited applicability according to their respective domains and scopes. Recent research works evaluated that the combination of classifiers when used for classification showed better performance than the individual ones. This work introduces a modified Maximum Entropy-based classifier. Maximum Entropy classifiers provide a great deal of flexibility for parameter definitions and follow assumptions closer to real world scenarios. This classifier is then combined with a Naïve Bayes classifier. Naïve Bayes Classification is a very simple and fast technique. The assumption model is opposite to that of Maximum Entropy. The combination of classifiers is done through operators that linearly combine the results of two classifiers to predict class of documents in query. Proper validation of the 7 proposed modifications (4 modifications of Maximum Entropy, 3 combined classifiers) are demonstrated through implementation and experimenting on real life datasets.

Index Terms—Text Classification, Combination of classifiers, Naïve Bayes Classifier, Maximum Entropy Classifier, Accuracy.

I. INTRODUCTION

The amount of text available for analysis has increased hugely in recent years due to the social networking, microblogging and various messaging/bulletin board systems. Besides these, many articles, news feeds and documents are now available in soft copy. An important step in text classification is to classify the text documents among some known set of classes/categories. The task of data mining can be done through two processes—Classification and Clustering. While clustering is an unsupervised learning approach, classification is a supervised form of machine learning. It helps to classify the given text in different categories using efficient classification algorithms. The classification process in itself is a very detailed process consisting of various stages. Each stage then has a set of methods to choose from depending on the text and the given classification problem. The final stage is the classification stage. Algorithms, called Classifiers, are trained using documents already classified (manually) and then used to predict the category of a new text document. Over the years, many classification algorithms have been proposed, out of which Naïve Bayes [1], Maximum Entropy [2], K-Nearest Neighbor (KNN) [3] and Support Vector Machines (SVM) [4] are commonly used till now. Each classifier is restricted to its scope of classification which makes it difficult to effectively classify the given text. Extensions of the classifiers were also proposed to overcome the drawbacks.

Yigit and Baykan [5] used KNN classifier for detecting news related to Turkey among the different news channels. The classification process carried out by the KNN classifier was found to be 90% accurate. Similarly, Naïve Bayes outperforms SVMs for Authorship attribution in [6]. Such research works bring us to the conclusion that each classifier works well only on specific applications. Therefore, each upcoming application will have to be tested against various available classifiers to find which classifier works well. A generalized classification algorithm is therefore needed which suits to every application. Hybridization of classifiers in order to bring about the best of combined classifiers is found to be a promising approach in this direction. The results of combinations when compared to the results of the individual classifiers are visibly better which give a boost to this area of research. The effects of combination can be very well seen in [7,8,9,10,11,12,13,14].

In this paper, Naïve Bayes [1] and Maximum Entropy classifiers [2] are considered for combination for the purpose of text classification. Whereas Naïve Bayes is extremely simple, the Maximum Entropy classifier provides great flexibility and uniformity. The assumption models of both differ completely. Naïve Bayes assumes total independence between words in the document (which is realistically impossible) unlike Maximum Entropy classifier which is approximate to the real world scenarios. Modifications to the traditional Maximum Entropy classifier are proposed making it more efficient and then the modified versions of Maximum Entropy Classifier are combined with the Naïve Bayes classifier using three merging operators—Max, Average and Harmonic Mean. The performance is measured on different datasets such as...
that no individual classifier has clearly better performance over all of them.

II. RELATED WORK

This section reviews some relevant hybrid approaches for the purpose of text classification. Recent research works [7,8,9,10,11,12,13,14] in the direction of combining classifiers for text classification assure that combination is always better than using individual classifiers.

As early as in 1996, Larkey and Croft [7] propose the combination of three classifiers, KNN, Relevance feedback and Bayesian’s independence classifiers to be used in the medical domain for automatic assignment of ICD9 codes. The task was done first with individual classifiers and then with combined to check the effectiveness of both the approaches and the hybrid approach was concluded better. The performance of the classifiers were measured based on document ranks. This is an example where classifiers are used for document ranking. The approach is of using weighted linear combination.

Bennett, Dumais and Horovitz [8] proposed a probabilistic method to combine the classifiers such that the contribution of a classifier depends on its reliability. The reliability is measured through reliability indicators which are linked to the regions where a classifier might perform relatively good or poor. Instead of the rank of document, the indicators are based on performance of the classifier itself thus making the proposal more generalized.

In 2004, Griheres, Brunessaux and Leray [9] published detailed study of effect of combining classifiers to classify multimedia documents into heterogeneous classes. Various combinations are applied to a five thousand webpages document of the European Research Project NetProtect II and experiment results prove that with a prior knowledge on classifiers, better filtering performances are possible. The approaches used for combining are both voting-based and logic-based.

Besides the conventional style of linear or voting based combination a new technique based on Dampster-Shafer theory was proposed by Sarinapakkom and Kubat [10]. Their main aim is fusion of sub-classifiers since the application is towards multi-label classification.

Isa et al in their two successive papers [11] and [12] have proposed a novel idea as to how meta-outputs of a Naïve Bayes technique can be used with SVM and Self-organizing maps (SOM) respectively. Bayes formula is used to convert the text document into a vector space where the values denote the probabilities of documents towards any class depending on the features contained. This is called the vectorisation phase of the classifier. It is common to both the classifiers. SVM is then applied on this vector space model for final classification output. The proposal had improved classification accuracy compared to the pure naive Bayes classification approach. In [12] the probability distributions obtained by Bayes technique are followed by an indexing step done through SOM to retrieve the best match cases. SOM is similar to clustering of documents based on a similarity measure between the documents like Euclidean distance.

Miao et al [13] considered very different combination of classifiers, namely KNN and Rocchio methods. A variable precision rough set is used to partition the feature space to lower and upper bounds of each class. Each subspace is classified through Rocchio technique. But it fails when the arriving document is in boundary region, here KNN is used. This presents a new style of combining classification methods to overcome each others’ drawbacks.

A more recent research by Fragos, Belsis and Skourlas [14] also concludes in favor of combining different approaches for text classification. The methods that authors have combined belong to same paradigm – probabilistic. Naïve Bayes and Maximum entropy classifiers are chosen to test on the applications where the individual performance is good. The merging operators are used above the individual results. Maximum and Harmonic mean operators have been used and the performance of combination is better than the individual classifiers.

Kereta, Lim and Creighton [15] have worked on recognizing named entities from a medical dataset containing informal and unstructured text. For this, they combine the individual results of Conditional Random Field (CRF) classifiers and Maximum Entropy (ME) classifiers on the medical text; each classifier trained using a different set of features. CRF concentrates on the contextual features and ME concentrates on the linguistic features of each word. The combined results were better than the individual results of both the classifiers based on Recall rate performance measure.

Ramasundaram [16] aimed to improve the N-grams classification algorithm by applying Simulated Annealing (SA) search technique to the classifier. The hybrid classifier NGramsSA brought about an improvisation to the original Ngrams classifier while inheriting all the advantages of N-grams approach. Feature reduction using \( \chi^2 \) method is used but its multivariate value among the n-grams affects the performance of the classifier.

III. PROPOSED CLASSIFIERS

This section discusses the document model used for representing the text documents, the modified classifiers considered for the combination and the proposed classification process.

A. Representing Document Model

For representing documents, term frequency matrix is used which tells the number of times a particular term has appeared in the document. Each document is M-tuple of values, where each value is frequency of the term occurring in the document. The document \( D_i \) is of size \( \mathbf{t}_{i1}, \mathbf{t}_{i2}, ..., \mathbf{t}_{iM} \) as shown in the following matrix.
The notations to be taken care of here are discussed below.

- \( C \) represents the number of classes;
- \( M \) represents the number of features/terms;
- \( R \) represents the number of documents in the training set;
- \( S \) represents the number of documents in the testing set;
- \( N \) represents the total number of documents; that is \( N = R + S \);

**B. Naïve Bayes Classifier**

The Naive Bayes classifier \([1]\) is considered one of the simplest of probabilistic models showing how the data is generated with the following assumption

"Given the context of the class, all attributes of the text are independent to each other."

This technique starts by taking text documents as word counts. It calculates the class conditional probability followed by the classification probability or posterior probability to be used by the trained classifier to predict the class of any document.

For every term \( t_i \) and class \( c_j \), the class conditional probability \( \hat{p}(t_i|c_j) \) considering only one training set is given as follows:

\[
\hat{p}(t_i|c_j) = \frac{1 + \text{number of times } t_i \text{ appears in a document from class } c_j}{d + \text{number of words in all documents from class } c_j}
\]

**C. Maximum Entropy Classifier**

Maximum Entropy classifier \([2]\) believes in the principle that the model generating the training set should be the most uniform among the other models and all constraints from the training set should be satisfied in the model.

Let, \( f(d, c) \) be the feature function of the document with the class;

- \( p(c|d) \) be the required probability that assigns class \( c \) to document \( d \);
- \( \hat{p}(c|d) \) be the empirical probability distribution;

Then, maximum entropy principle says that expected value of \( f(d, c) \) is same for both \( p(c|d) \) and \( \hat{p}(c|d) \). This can be called a constraint which makes

\[
p(c|d) = \frac{1}{Z(d)} \exp\left(\sum_{c} \lambda_c f(d, c)\right)
\]

Here,

\[
Z(d) = \sum_{c} \exp\left(\sum_{c} \lambda_c f(d, c)\right)
\]

**D. Modified Maximum Entropy Classifier**

The ME Classifier is modified in three aspects - weights. The weights can be computed using any of the weighting methods Gini Index, Chi square, CMFS or DIA instead of the conventional method of optimizing the objective function in ME Classifier. These weighting methods are discussed below:

- **Gini Index**

Suppose \( S_i \) is the sample set which belongs to class \( c_j \), \( s \) is the sample number of set \( S_i \), then the Gini index of set \( S \) is:

\[
Gini(S) = 1 - \sum_{i=1}^{n} (P(S_i/s))^2
\]

- **Chi-Square (CHI)**

Chi-square formula is defined as follows:

\[
CHI(t_k, c_i) = \frac{N(a_{ki}d_{ni} - b_{ki} c_{ni})^2}{(a_{ki} + b_{ki})(a_{ki} + c_{ni}) + (b_{ki} + d_{ki})(c_{ki} + d_{ki})}
\]

Where \( N \) is the amount of documents in the training set; \( a_{ki} \) is the frequency with which feature \( t_k \) occurs in the category \( c_i \); \( b_{ki} \) is the frequency with which feature \( t_k \) occurred in all categories except \( c_i \); \( c_{ki} \) is the frequency with which category \( c_i \) occurs and does not contain feature \( t_k \); \( d_{ki} \) is the number of times neither \( c_i \) nor \( t_k \) occurs.

- **DIA Association Factor (DIA)**
The DIA association factor is defined by

\[ \text{DIA}(t_k, c_i) = P(c_i | t_k) \]  \hspace{1cm} (8)

where \( P(c_i | t_k) \) refers to the conditional probability that feature \( t_k \) belongs to category \( c_i \) when the feature \( t_k \) occurs.

- **Comprehensive Measurement Feature Selection (CMFS)**

\[ \text{CMFS}(t_k, c_i) = P(t_k | c_i)P(c_i | t_k) \]  \hspace{1cm} (9)

- **Global Feature Selection (GFS)**

This feature selection algorithm is the global version of CMFS and involves sum of CMFS for all classes \( c_i \) thereby improving the performance of the classification. It is defined by

\[ \text{FS}(t_k) = \sum_{c_i} P(t_k | c_i)P(c_i | t_k) \]  \hspace{1cm} (10)

Features \( f_i \) are computed as feature contribution towards a class using

\[ f_i = f(t_i, c_j) = \frac{\text{Sum of term frequencies of } t_i \text{ for class } c_j}{\text{Total number of terms of class } c_j} \]  \hspace{1cm} (11)

The prediction probability of ME classifier has been modified as

\[ P(d|c_i) = \frac{\exp \left[ \sum \lambda(t_i, c_i)f(t_i, c_i)|t_f(d, t_i)| \right]}{\sum \exp \left[ \sum \lambda(t_i, c_i)f(t_i, c_i)|t_f(d, t_i)| \right]} \]  \hspace{1cm} (12)

Our proposed modification involves multiplication of weights \( \lambda_i \) and feature function \( f_i \) with term frequency \( (tf) \) for calculation of prediction probability unlike the conventional method used for ME Classifier.

**E. Proposed Combined Classifiers**

Stage by stage representation of the classification process is illustrated in Fig.1.

The proposed classification process consists of the following stages

- Preprocessing stage
- Feature Extraction stage
- Individual Classification stage
- Combining Classification stage
- Final Results

The classification process starts with preprocessing of text to make it ready for the classification followed by extracting relevant features through Global Feature selection (GFS) method. It ranks the features according to their importance and the top K features are extracted. After the feature extraction process, Naïve Bayes (NB) and Maximum Entropy (ME) classifiers are used individually for classification. The later stage combines both the classifiers using three combination operators: Average, Harmonic Mean and Max. Combining operators are used for compensation of errors in each classifier and performance improvement. Equations (13), (14) and (15) show the Average, Max and Harmonic Mean operators respectively.

\[ \text{Average} (d) = \text{avg}(NB(d), ME(d)) \]  \hspace{1cm} (13)

\[ \text{Max} (d) = \text{max}(NB(d), ME(d)) \]  \hspace{1cm} (14)

\[ \text{Harmonic} (d) = \frac{(2.0 \cdot NB(d) \cdot ME(d))}{(NB(d) + ME(d))} \]  \hspace{1cm} (15)

The results of the combination then give the final result. Formally, the proposed classification algorithm can be detailed as:

**ALGORITHM: CLASSIFICATION**

**INPUT:** Training data \( DR \) as term frequencies and class labels and test document \( d \), number of classes \( C \)

**OUTPUT:** Predict class \( C \) for document \( d \)

Step 1: Train NB Classifier’s class conditional probability using \( tf \) and class labels as per Eqn(1)
Step 2: Compute posterior class probability of NB, \( P_{NB} \) for every class as per Eqn(2)
Step 3: Train ME Classifier: Compute \( \lambda_i \) using any of the weighing schemes CHI-Square, DIA factor, Gini Index or CMFS and feature function \( f_i \) as in Eqn(11)
Step 4: Compute posterior probability using ME, \( P_{ME} \) for every class using Eqn(12)
Step 5: Combining Results: Compute for every class, probability that \( d \) belongs to \( c_i \) as
\[ P(d|c_j) = \text{COMB}\left( P_{ME}(d|c_j), P_{NB}(d|c_j) \right) \]

Where COMB represents any one of the operator Max, Harmonic Mean or Average

Step 6: Predict class of \( d \) as class for which \( P(d|c_j) \) is maximum by Eqn(3).

IV. IMPLEMENTATION RESULTS

A. Classification Performance

For the evaluation and comparison purposes, various classifiers and their combinations are used as listed in Table 1 with their codes to be used in the paper. The combined classifiers used by Fragos et al in [14] have also been implemented for comparison.

<table>
<thead>
<tr>
<th>Codes</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classifier NB</td>
<td>Naïve Bayes</td>
</tr>
<tr>
<td>Classifier MEC</td>
<td>ME with CMFS</td>
</tr>
<tr>
<td>Classifier MED</td>
<td>ME with DIA</td>
</tr>
<tr>
<td>Classifier MEG</td>
<td>ME with Gini Index</td>
</tr>
<tr>
<td>Classifier MECS</td>
<td>ME with Chi Square</td>
</tr>
<tr>
<td>Combo Classifier ANBME</td>
<td>NB-ME Combination using Average</td>
</tr>
<tr>
<td>Combo Classifier HNBME</td>
<td>NB-ME Combination using Harmonic Mean</td>
</tr>
<tr>
<td>Combo Classifier MNBME</td>
<td>NB-ME Combination using Max</td>
</tr>
<tr>
<td>Combo Classifier FANBME</td>
<td>NB-ME Combination of Fragos et al using Average</td>
</tr>
<tr>
<td>Combo Classifier FHNBM</td>
<td>NB-ME Combination of Fragos et al using Harmonic Mean</td>
</tr>
<tr>
<td>Combo Classifier FMNBME</td>
<td>NB-ME Combination of Fragos et al using Max</td>
</tr>
</tbody>
</table>

The real life datasets used are Reuters-21578 and the DB-World Stemmed Datasets. Both are available in the UCI Machine Repository [17]. The Reuters dataset is a collection of documents that appeared in Reuters Newswire in 1987; assembled and indexed with categories with 21578 instances. The DB world datasets, first focusing on email bodies and the other on email subjects, are already stemmed and collect 64 emails from the DB-World mailing list to classify between “announcements of conferences” and “everything else”.

The two datasets are reduced in dimensions extracting \( K \) number of top features ranked using GFS. The accuracy of the classifiers individually and in combination is noted. The value of \( K \) is varied from 20 till 200. Instead of using the popular ModApte split, a uniform distribution is considered where 70% of documents in each category are included in the training set and remaining 30% for test set.

Table 2 shows the results of experiments on the Reuters dataset for \( K = 20, 50, 100, 200, 500 \) respectively. With increasing values of \( K \), the results seem to have no observable effect on accuracy of Maximum entropy classifier. The Naïve Bayes classifier shows a linear increase in the accuracy obtained, hence the combination which selects maximum from the two performs better on this dataset.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>( K = 20 )</th>
<th>( K = 50 )</th>
<th>( K = 100 )</th>
<th>( K = 200 )</th>
<th>( K = 500 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB</td>
<td>0.45</td>
<td>0.45</td>
<td>0.46</td>
<td>0.48</td>
<td>0.63</td>
</tr>
<tr>
<td>MEC</td>
<td>0.452</td>
<td>0.452</td>
<td>0.452</td>
<td>0.44</td>
<td>0.43</td>
</tr>
<tr>
<td>MED</td>
<td>0.452</td>
<td>0.452</td>
<td>0.452</td>
<td>0.43</td>
<td>0.44</td>
</tr>
<tr>
<td>MEG</td>
<td>0.452</td>
<td>0.452</td>
<td>0.452</td>
<td>0.452</td>
<td>0.452</td>
</tr>
<tr>
<td>MECS</td>
<td>0.452</td>
<td>0.452</td>
<td>0.452</td>
<td>0.43</td>
<td>0.39</td>
</tr>
<tr>
<td>ANBME</td>
<td>0.452</td>
<td>0.452</td>
<td>0.452</td>
<td>0.47</td>
<td>0.542</td>
</tr>
<tr>
<td>HNBME</td>
<td><strong>0.454</strong></td>
<td>0.452</td>
<td>0.452</td>
<td>0.47</td>
<td>0.53</td>
</tr>
<tr>
<td>MNBME</td>
<td><strong>0.454</strong></td>
<td><strong>0.45</strong></td>
<td><strong>0.46</strong></td>
<td><strong>0.48</strong></td>
<td><strong>0.63</strong></td>
</tr>
<tr>
<td>FANBME</td>
<td>0.452</td>
<td>0.45</td>
<td>0.452</td>
<td>0.45</td>
<td>0.44</td>
</tr>
<tr>
<td>FHNBM</td>
<td>0.452</td>
<td>0.452</td>
<td>0.452</td>
<td>0.43</td>
<td>0.392</td>
</tr>
<tr>
<td>FMNBME</td>
<td><strong>0.454</strong></td>
<td>0.452</td>
<td>0.452</td>
<td>0.48</td>
<td>0.576</td>
</tr>
</tbody>
</table>

The DB world Bodies dataset is split into a uniform distribution of 80:20 where 80% of documents in each category are included in the training set and remaining 20% for test set. Results on DB World Bodies stemmed Dataset are illustrated in Table 3 for \( K = 20; 50, 100; 200; 500, 700; 1000; 1500, 2000 \). In this case, the performance of Maximum Entropy classifier is better than Naïve Bayes. Thus, the combination which picks maximum of two gives a better result.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>( K = 20 )</th>
<th>( K = 50 )</th>
<th>( K = 100 )</th>
<th>( K = 200 )</th>
<th>( K = 500 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB</td>
<td>0.75</td>
<td>0.67</td>
<td>0.67</td>
<td>0.67</td>
<td>0.67</td>
</tr>
<tr>
<td>MEC</td>
<td>0.75</td>
<td>0.67</td>
<td>0.67</td>
<td>0.752</td>
<td>0.75</td>
</tr>
<tr>
<td>MED</td>
<td>0.75</td>
<td>0.67</td>
<td>0.67</td>
<td>0.67</td>
<td>0.67</td>
</tr>
<tr>
<td>MEG</td>
<td>0.42</td>
<td>0.42</td>
<td>0.42</td>
<td>0.42</td>
<td>0.42</td>
</tr>
<tr>
<td>MECS</td>
<td>0.75</td>
<td>0.67</td>
<td>0.67</td>
<td>0.67</td>
<td>0.67</td>
</tr>
<tr>
<td>ANBME</td>
<td>0.75</td>
<td>0.67</td>
<td>0.67</td>
<td>0.71</td>
<td><strong>0.75</strong></td>
</tr>
<tr>
<td>HNBME</td>
<td>0.75</td>
<td>0.67</td>
<td>0.67</td>
<td>0.71</td>
<td>0.67</td>
</tr>
<tr>
<td>MNBME</td>
<td>0.75</td>
<td>0.67</td>
<td>0.67</td>
<td><strong>0.752</strong></td>
<td><strong>0.75</strong></td>
</tr>
<tr>
<td>FANBME</td>
<td>0.75</td>
<td>0.67</td>
<td>0.67</td>
<td>0.67</td>
<td>0.67</td>
</tr>
<tr>
<td>FHNBM</td>
<td>0.75</td>
<td>0.67</td>
<td>0.67</td>
<td>0.67</td>
<td>0.67</td>
</tr>
<tr>
<td>FMNBME</td>
<td>0.75</td>
<td>0.67</td>
<td>0.67</td>
<td>0.67</td>
<td>0.67</td>
</tr>
</tbody>
</table>

Table 4 shows the results of implementations on DB World Subjects Dataset. The splitting ratio is same as that of DB World Bodies Dataset that is 80% documents in the training set and 20% in the test set. Since the dataset consists of 229 features, the value of \( K \) is varied from 20 till 200. This is the case where performance of both the classifiers is equivalent. Hence, all combination operators provide same result.
Among the Naïve Bayes and Maximum Entropy Classifiers tested individually, Naïve Bayes Classifier i.e. Classifier NB gives the best results in most of the cases in spite of its assumption of total independence of words in the document which does not actually happen in real world scenarios. The results from the experiments concluded that the proposed combination classifier using Max operator, that is Combo Classifier MNBME gives the best results.

B. Run-Time Analysis

The modifications in ME are proposed for overcoming the drawbacks of the original ME classifier related to high training time complexity. The training time complexity can be empirically observed by plotting training time and testing time for increasing number of features selected which actually increases the amount of work done in training. Fig 2 and 3 show the plot of training time and testing time respectively for K varying from 20 till 500 for Classifiers MEC, MED and MEG. The growth observed in both the plots is linear in K and the shape of the plots is 3-piece linear because the increment in K is not consistent.

Thus, it can be claimed that the proposed modifications to the ME classifier does not affect the overall complexity of the classifier. Also, growth of runtime does not depend on the method used for weighing features.

V. CONCLUSION

In this paper, combination of classifiers with some major modifications has been done. Naïve Bayes is combined with modified Maximum Entropy classifiers; Naïve Bayes for its simplicity and Maximum Entropy classifier for its flexibility and appropriateness to the real world scenarios. Both the classifiers are opposite with respect to the assumption model; the former is a totally independent model while the latter considers entropy relation among terms. The modified versions of Maximum Entropy classifiers have the original Maximum Entropy classifiers with new methods for the computation of weights, feature functions and prediction probability. The task of splitting datasets is done by distributing a specified percentage of documents in the training set with the remaining documents in the test set. The ratio of distribution may or may not vary for different datasets. The modified versions of Maximum Entropy classifier are combined with Naïve Bayes using any of the Average, Max or Harmonic Mean operators. The results of the implementations individually and in combination are compared with Fragos et al’s work.

The datasets for experiments have been selected such that in few cases Naïve Bayes performs better than Modified Maximum Entropy classifier and the opposite in few; while for others both classifiers have equivalent performance. Given any such case, the proposed combination classifier with Max combining operator gives the best accuracy.
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Table 4. Implementation Results for DB World Subjects Dataset

<table>
<thead>
<tr>
<th>Classifiers</th>
<th>Accuracy</th>
<th>K=20</th>
<th>K=50</th>
<th>K=100</th>
<th>K=200</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB</td>
<td></td>
<td>0.67</td>
<td>0.67</td>
<td>0.583</td>
<td>0.67</td>
</tr>
<tr>
<td>MEC</td>
<td></td>
<td>0.67</td>
<td>0.67</td>
<td>0.583</td>
<td>0.67</td>
</tr>
<tr>
<td>MED</td>
<td></td>
<td>0.67</td>
<td>0.67</td>
<td>0.583</td>
<td>0.67</td>
</tr>
<tr>
<td>MEG</td>
<td></td>
<td>0.42</td>
<td>0.42</td>
<td>0.42</td>
<td>0.42</td>
</tr>
<tr>
<td>MECs</td>
<td></td>
<td>0.67</td>
<td>0.67</td>
<td>0.583</td>
<td>0.67</td>
</tr>
<tr>
<td>ANBME</td>
<td></td>
<td>0.67</td>
<td>0.67</td>
<td>0.583</td>
<td>0.67</td>
</tr>
<tr>
<td>HNBME</td>
<td></td>
<td>0.67</td>
<td>0.67</td>
<td>0.583</td>
<td>0.67</td>
</tr>
<tr>
<td>MNBME</td>
<td></td>
<td>0.67</td>
<td>0.67</td>
<td>0.583</td>
<td>0.67</td>
</tr>
<tr>
<td>FANBME</td>
<td></td>
<td>0.67</td>
<td>0.67</td>
<td>0.583</td>
<td>0.67</td>
</tr>
<tr>
<td>FNBME</td>
<td></td>
<td>0.67</td>
<td>0.67</td>
<td>0.583</td>
<td>0.67</td>
</tr>
<tr>
<td>FMNBME</td>
<td></td>
<td>0.67</td>
<td>0.67</td>
<td>0.583</td>
<td>0.67</td>
</tr>
</tbody>
</table>
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