
I.J. Information Technology and Computer Science, 2016, 10, 39-46 

Published Online October 2016 in MECS (http://www.mecs-press.org/) 

DOI: 10.5815/ijitcs.2016.10.05 

Copyright © 2016 MECS                                          I.J. Information Technology and Computer Science, 2016, 10, 39-46 

Accelerated K-means Clustering Algorithm 
 

Preeti Jain 
R. N. Modi Engineering College, Kota, India 

E-mail: jain.preeti2909@gmail.com 

 

Dr. Bala Buksh 
R. N. Modi Engineering College, Kota, India 

E-mail: balabuksh@gmail.com 

 

 
Abstract—Optimizing K-means is still an active area of 

research for purpose of clustering. Recent developments 

in Cloud Computing have resulted in emergence of Big  

Data Analytics. There is a fresh need of simple, fast yet 

accurate algorithm for clustering huge amount of data. 

This paper proposes optimization of K-means through 

reduction of the points which are considered for re-

clustering in each iteration. The work is generalizat ion of 

earlier work by Poteras et al who proposed this idea. The 

suggested scheme has an improved average runtime. The 

cost per iteration reduces as number of iterations grow 

which makes the proposal very scalable. 

 
Index Terms—Clustering, k-means, Optimizat ion of k-

means, Distance metrics, Poteras et al‟s Scheme. 

 

I.  INTRODUCTION 

Clustering is a data analysis technique aiming at 

dividing the dataset into small groups such that data 

objects in a group are similar to each other on a common 

ground and dissimilar to objects in other groups. These 

small groups produced are called clusters. A requirement 

from any clustering algorithm is that it  should produce 

clusters which exh ibit h igh homogeneity (similarity) 

within a cluster and high heterogeneity (dissimilarity) 

between any two clusters. Though several clustering 

algorithms have been proposed till date, the K-means [1] 

has not lost its popularity. The simple non-hierarch ical 

approach is only an outline and many details depend on 

the application and implementation. Th is flexib ility of K-

means makes it a honey pot for the researchers.  

Apart from the fact  that it  has been more than 50 years 

since the algorithm was proposed, even recently, k-means 

as an unsupervised learning method is used for clustering 

in several applications, like image processing [2], pattern 

recognition[3] and partitioning in sensor networks [4] etc.  

The ease of implementation and robustness of the kmeans 

approach make it enough popular for supervised learning 

approaches too. Chittineni and Bhogapathi [5] have used 

k-means in conjunction with neural networks. Costa [6] 

have used kmeans for Sleep Spindles Classification. 

The major issues related to use of k-means are how to 

decide init ial position of cluster centers and what should 

be the convergence criteria. Init ialization  of K-means is a 

well-studied problem. Due to heuristic in nature, research 

is still on as to how to select the initial centroids as close 

as the ideal centers of the desired clusters. An 

initialization method or a method to compute distance of 

points from centroids is an optimization towards accuracy 

rather than speed because k-means is generally  

considered fast and scalable. Yet, there is much scope for 

optimizing k-means in terms of runtime. 

When optimization to K-means is to be done for speed 

then the focus is on either reducing the number of 

iterations or reducing the effo rt required for each iterat ion. 

This paper proposes an optimization to reduce the effort  

spent in each iteration by decreasing the number of data 

points to be re-clustered. Thereafter, different distance 

metrics are used to observe the effect on computational 

effort required per iteration. 

Rest of the paper is organized as follows: Section 2 

outlines the related work in the direction of reducing 

effort per iteration of k-means and the Poteras et al‟s 

scheme. Section 3 contains the description of the 

proposed clustering algorithm which is an improvement 

of Poteras et al‟s work. Sect ion 4 provides an in -depth 

analysis of the proposal through the results of the 

experiments done on real-life datasets. Comparison of the 

proposal with prior related works is also provided.  

 

II.  RELATED WORK 

The K-means algorithm is a very popular method for 

summarizing data in both clustering and non-clustering 

applications. Though simple and flexib le, the thought that 

it is scalable enough is now being revisited. Increasing 

size of data needs faster version of this simple algorithm. 

This section outlines the k-means approach and briefly  

mentions the research works done to reduce time -cost 

through reduction in effort-per-iterat ion. A subsection is 

dedicated to a recent contribution by Poteras et al which 

is extended in our proposal. 

A.  K-Means 

The popular K-means algorithm aims to group a given 

dataset into k clusters. K-Means is based on minimizing 

the average squared distance between the data items in  

the dataset and the cluster‟s centre called its centroid. The 

main steps involved in K-means are: 

 

1) Take an init ial guess of k centroids which  
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represent the clusters. 

2) Assign each data point to the cluster of nearest 

centroid. 

3) Update values of centroids. 

4) Repeat steps 2 and 3 until convergence.  

 

Though k-means is a scalable, simple and very flexib le 

algorithm; this very feature that many steps have not been 

precisely mentioned in the original proposal lead to 

certain drawbacks. Firstly, the performance of the 

algorithm depends heavily on the initial values of 

centroids. Secondly, the mathematical formulation used 

to compute nearness of any two points also has an effect 

on the final cluster structure. Thirdly, the criterion for 

convergence needs to be decided according to the 

application. Last, it  needs to be adapted according to the 

dataset being clustered because the original k-means is 

intended only for numerical data. 

With passing years, a number of extensions to the 

standard k-means algorithm have been proposed, the 

majority of which are focused on improving the 

initialization problem of k-means. Among the first works 

were the CICA [7] and the K-Means++ algorithm [8] 

proposed by Khan-Ahmad and Arthur-Vassilvitskii 

respectively. Khan and Ahmad, in 2004 proposed a CICA 

(Centre In itializat ion Centre Algorithm) [7] considering 

that an individual attribute may prov ide some informat ion 

about initial cluster centre. CICA first computes the 

cluster centers for individual normally distributed 

attributes by using K-Mean over this attribute and instead 

of providing random cluster centres, centres that are far 

apart are reached for excluding outliers. At the end, each 

attribute value of this attribute is associated with some 

clusters. Repeating the same process over the entire data 

set, we obtain a pattern string of m clusters. Arthur and 

Vassilvitskii [8] proposed a randomized seeding 

technique to initialize the cluster centers. After the 

initialization, the algorithm continues using the standard 

K-Means. The proposed initialization assures O(log k) 

competitiveness to the optimal K-Means solution. Su and 

Dy [9] then proposed two linear, deterministic and order 

variant hierarchical init ialization methods for k-means: 

Var-Part and PCA-Part (Principal Component Analysis 

Part). Celeb i and Kingravi [10] further modified the two  

initialization methods of Su and Dy and proposed a 

discriminant analysis based init ialization approach. These 

algorithms aimed to improve the quality of the clustering. 

Another considerable area for improvement is the runtime 

of the standard k-means. Runtime improvements are 

discussed in the next section. In [11], Elhabbash proposes 

methods for finding in itial clusters based on some rough 

set theory concepts and reverse nearest neighbor search 

and for determining the number of clusters with detailed 

analysis. 

B.  Approaches to reduce cost per iteration in K-means 

It can be observed in K-means [1] that at each iteration, 

all the data points are checked and assigned to clusters. 

But very few points change their cluster. The number of 

points that change their cluster decreases as the algorithm 

proceeds towards convergence. If the points which will 

not change their cluster further can be identified at  each 

iteration, they can be removed from consideration from 

next  iterat ion. There have been proposed various 

approaches for recognizing such points and thereby 

reducing cost per iteration in K-means. These can be 

further classified as Memory-Intensive approaches and 

Distance based approaches.  

The Memory -Intensive approaches as in [12, 13] 

involve storing some informat ion in each iteration to be 

used in the future iterations. These approaches start with 

keeping track of as to for how many iterat ions a point has 

not changed its cluster and removes the point when 

stability is detected. Authors in [12] p roposed that instead 

of calculat ing distance of a data point from all centers, 

more effect ive step would be to limit these iterations to 

consider only  the distance from the nearest center 

keeping in  memory  the results from the prev ious 

iterations. The first iteration would include calculat ing 

the distance from the nearest cluster and the successive 

iteration will compute the distance from the previous 

nearest cluster. The data point stays in the cluster if the 

new computed distance was equal to or less than the 

previous distance thereby eliminating the need of 

computing distances from the other remaining centers and 

hence saves time and computation cost. Their proposed 

algorithm requires a single data structure to keep track of 

previous information. The authors in  [13] then proposed 

the same idea using two data structures, one for storing a 

cluster‟s label and the other for the other for storing 

distance of a data point from its corresponding cluster 

center. Both incur a t ime complexity of  where  is 

the number of points and  is the number of clusters.  

Second method is to take advantage of Euclidean 

Geometry principles. K-means works towards 

partitioning the data space (Euclidean space of m 

dimensions) into spheres of varying sizes. The centers of 

the spheres are centroids and each sphere is a separate 

cluster. The points which lie nearer to centers are less 

likely to change the cluster. So each temporary cluster 

sphere has a core sphere which does not change. In fact 

the radius of core sphere grows and stabilizes towards 

convergence. The method to detect the points lying on the 

periphery of cluster (that are more likely to change cluster) 

uses generally triangle inequality. Triangle inequality is 

used to compute the distance of a data point from its 

closest center which is undoubtedly less than its distance 

from the other centers for the purpose of clustering. The 

triangle inequality could be used for the following  

 

i. Calculating distance from a center to its closest 

other center. [14,15,16], Compare-means 

algorithm in [17] and Annular and Heap 

algorithms in [18] used this approach for effective 

clustering. 

ii. Calculating distance of a center from all the other 

centers. This approach was used by [14] and Sort-

means algorithm in [17].  

iii. Putting upper bound on point-center distances. Ref 

[14,15,16] and Annular and Heap algorithms [18] 
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are the proposals based on this approach. 

iv. Putting lower bounds on point-center distances. A 

lower bound suggested in[14] was reduced to 1 

by authors in [5]. Similarly, constant bound of 1 is 

used in Annular algorithm [18], and 0 by Heap 

algorithm [18]. A trade-off between k and 1 is set 

as a number by authors in [16]. 

v. Sorting all centers by distance from a center and 

repeating the same for all centers. Sort-means in  

[17] uses this approach.  

vi. Sorting all centers by their vector norm as done by 

authors in Annular algorithm [18]. 

 

Concepts i and ii have been used by Poteras et al [19] 

and consequently in this proposed variant of K-means. 

C.  Poteras et al’s K-means 

This method suggested by Poteras, Mihaescu and 

Mocanu [19] uses the concept of distances. Specifically, 

if the difference of distances of a point from its own 

centroid and other centroids is below a threshold, it  is a  

border point and very likely to change the cluster in next  

iteration. Th is threshold in turn is again a numerical value. 

Instead of having a single such value, intervals of values 

are computed. The difference of d istance of a point from 

its center and the distance of a point from other closest 

center is referred as . The standard deviation of  is 

used as a decision criteria.  At each iterat ion, points 

belonging to certain (smallest) interval are ignored, and 

rest others are re-clustered. Number of points considered 

in each iteration decreases continuously as the algorithm 

converges. The algorithm is referred to as P-Kmeans in 

the entire paper and can be summarized as: 

 

Algorithm 1: P-Kmeans 

 

Step 1: Define constant WIDTH 

Step 2: Define intervals 

 and tag them with 

value  

Step 3: Mark the entire dataset to be visited. 

Step 4: For each point to be visited 

Step 5: Compute  where  is 

the center of the winner (closest) cluster and 

 stands for all other centroids.  

Step 6: Map all points with  

to interval 

 where  is a positive integer. 

Step 7: Compute new centroids  where  and 

their maximum deviation  

Step 8: Update ‟s tag by subtracting 2*D (points 

owned by this interval got closer to the edge by 2*D) 

Step 9: Pick up all points inside intervals whose tag is 

less or equal to 0, and go to 4 to revisit them. 

 

III.  PROPOSED CLUSETRING ALGORITHM 

P-Kmeans limited the range of data set from 0 to 1 and 

therefore, proposed a fixed value of WIDTH. Our 

proposed scheme further generalizes the P-Kmeans by 

computing WIDTH in accordance with the dataset used. 

The idea is to derive the value of WIDTH based on 

characteristics of the dataset so that the algorithm can be 

used without any preprocessing of the data involved. This 

is done by first computing  which is the range of 

the space covered by all the data points along every 

dimension. Out of all the attributes of the dataset, we p ick 

the attribute with minimum  so as to not 

overlook the data points covering small range.  

should be derived from the smallest expanse. So, we 

compute as 10% of the min imum expanse which 

is in conformity to the P-Kmeans and this   can 

be adapted according to the dataset used. Formally the 

steps to compute width are given below. 

 

Algorithm 2:COMPUTE_ WIDTH 

 

Step 1: For all attributes  compute 

 

 
 

Step 2: Pick attribute with smallest expanse, 

 

 
 

Step 3: Compute as  

 

 
 

After computing width of the dataset using Algorithm 

2, we propose the generalized version of the P-Kmeans 

for clustering which works as follows 

 

Algorithm 3: ACCELERATED K-MEANS 

 

Step 1: Compute  using Algorithm 2. 

Step 2: Compute number of intervals,  as an 

integer with value  

 

 
 

Step 3: Define intervals 

 and tag them with 

value , where . 

Step 4: Mark the entire dataset to be visited. 

Step 5: For each point  to be visited, perform Steps 6 

to 8. 

Step 6: Pick  as centroid of  winner cluster, based 

on nearest centroid to the data point; that is  

 

 
 

Where  is the number of clusters. 

Step 7: Store the min imum difference of distances of a 

point from other centroids to its own centroid as  
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Step 8: Assign to interval according to 

the criteria < , 

. 

Step 9: Store old centroids as ; update centroid as 

means of data points in the centroid 

 

 
 

Step 10: Compute deviation of centroids  

 

 
 

Where  are old centroids 

Step 11: Update s tag by subtracting  (points 

owned by this interval got closer to the edge ) 

Step 12: Pick up all points inside intervals whose tag is 

less or equal to 0, and go to Step 5 to revisit them.  

 

IV.  EXPERIMENTAL RESULTS 

A.  Results on Real Life datasets 

The proposed algorithm and P-Kmeans was 

implemented as MATLAB program and several runs of 

the algorithms were performed over both real life and 

synthetic datasets. The accuracy of the output clusters is 

measured through squared sum of errors (SSE). A lesser 

value of SSE indicates compact and dense clusters. The 

runtime is measured directly.  

Popular real life datasets taken from UCI Repository 

[90] have been considered for experiments. The classic 

Iris dataset of three species of the iris flower, having 150 

instances and 4 attributes is a dataset with one distinct 

cluster and two overlapping clusters. This classic problem 

is well solved by the proposed variant of K-means. Fig. 1 

shows the cluster output for Iris data. Table 1 compares 

the proposal with P-Kmeans over runtime and cluster 

quality (SSE). Wine dataset having instances and 

attributes pertains to three possible clusters. All are 

overlapping. The proposed algorithm shows a great 

improvement in SSE as shown in Table 1.  

 

 

Fig.1. Cluster formation by Proposed algorit hm for Iris dataset  

Another real life dataset is that of Ionosphere data 

which indicates the condition as either good or bad. The 

values in dataset are measurements from 34 sensors. 

Since the clusters are distinct there is no much difference 

in cluster quality of P-Kmeans and proposed variant. 

Time consumed by the proposed variant is less than P-

Kmeans in every dataset. 

Table 1. Comparison Of P-Kmeans With The Proposal On 
Real Life Datasets 

Dataset Algorithm 
Squared Sum 

Error(SSE) 
Total Elapsed 

time(in seconds) 

Iris 
P-Kmeans 106.6730 0.004225 

Proposed 79.4454 0.003644 

Wine 
P-Kmeans 4896800 0.018526 

Proposed 2700700 0.016908 

Ionosphere 
P-Kmeans 2923.80 0.008776 

Proposed 2435.10 0.007463 

 

To check whether the proposed optimization preserves 

capability of original K-means, the experiments on 

synthetic datasets are conducted. Instead of comparing 

the runtime d irectly, the number of points that change 

cluster after init ial situations and the total number of 

iterations performed before algorithm stops are observed.  

This gives real indication of time cost. Table 2 shows the 

recorded values for synthetic two-dimensional data for 

Standard K-means, P-Kmeans and proposed K-means. 

The number of instances is increased to observe the 

growth. The number o f clusters, k, is fixed at 4. 

Consistent growth in the number of points that change 

their cluster in all algorithms proves that scalability is 

retained. Also, for every individual dataset the number of 

points changing cluster is lowest for the proposed K-

means. Increase in the number of iterations is also same. 

Table 2. Comparison Of Algorithms For Synthetic Dataset, K=4 

n Algorithms 
Number of points that 

change cluster 
Iterations 

100000 

Standard K-
means [1] 

133748 4 

P-Kmeans 9905 2 

Proposed 8894 2 

250000 

Standard K-
means 

280887 4 

P-Kmeans 20940 2 

Proposed 20940 2 

500000 

Standard K-
means 

638204 4 

P-Kmeans 42254 2 

Proposed 28772 2 

750000 

Standard K-
means 

830802 5 

P-Kmeans 81875 3 

Proposed 64420 3 



 Accelerated K-means Clustering Algorithm  43 

Copyright © 2016 MECS                                          I.J. Information Technology and Computer Science, 2016, 10, 39-46 

B.  Effect of Distance metrics 

Proposed clustering algorithm uses a distance measure 

to check the similarity among two objects. The algorithm 

treats data objects as points in geometrical space, with 

attributes as dimensions. The distance between two points 

in one data space can then be measured through any 

geometrical d istance. Effect of d istance measure being 

used can be studied for the proposed algorithm, keeping 

other parameters fixed. Fo llowing d istances are 

considered. 

 

 Euclidean Distance Metric: Measured by  

 

 
 

Where  is a distance with positive real values, defined 

between two points and  with  dimensions each, that 

is  is value of  dimension of point  

 

 Squared Euclidean Distance Metric: Measured 

through  

 

 
 

Where  is the square of distance with positive real 

values, defined between two points and  with  

dimensions each. 

 

 Manhattan Distance Metric: Measured through  

 

 
 

Where  is a distance with positive real values, defined 

between two points and  with  dimensions each, that 

is  is value of  dimension of point  

 

 Chebychev Distance Metric: Measured through 

 

 
 

Where  is the maximum d istance with positive real 

values, defined between two points and  with  

dimensions each, that is  is value of  dimension of 

point  

 

 Canberra Distance Metric: Measured through 

 

 
 

Where, is the d istance between  and points such 

that and  

Results of the study of the proposed algorithm on  

different distance metrics is tabulated in  Tables 3 for Iris, 

Wine and Ionosphere datasets and the corresponding SSE 

is noted. Square Euclidean distance metric outperforms 

all the others on all the three datasets. 

Table 3. Study of Distance metrics for the real life datasets 

Distance 

metric used 
Iris Dataset 

Wine 

Dataset 

Ionosphere 

Dataset 

Chebychev 81.9262 3069700 2637.40 

Manhattan 102.2185 2862400 2558.30 

Square 
Euclidean 

91.7853 2524100 2453.00 

Canberra 585.4163 16982000 3243.10 

 

C.  Scalability of Proposed Work  

In Algorithm 1 of the proposal, all n  data points are 

visited once and it involves every attribute m, so it will 

mount to complexity . But, finding min and max 

functions have various implementations, so complexity 

can be lower than . For Algorithm 2, Steps 2 and 8 

will take  where, is the number of intervals. Both 

Steps 6 and 7 take  Let t be the total number of 

iterations executed before converging and be the 

number of points to be visited. Then, the cost of one 

iteration will be .  

theoretically, while it can be safely taken as 

.Therefore, one iteration will take  . 

For t iterat ions, complexity will be .  Worst case 

will be which makes total complexity , 

same as the standard k-means [3].  Therefore, K-means [3] 

is considered to be scalable because runtime is linear in  

terms of n (number of data points), m (number of 

attributes) and k (number of clusters). Now we need to 

empirically prove that the proposed optimizations do not 

adversely affect the scalability of k-means. Table 4 shows 

the growth of runtime for fixed  m=2, k=2 and values of n  

varying from 1000 till 10000. Linear g rowth is observed 

as expected theoretically.  

Table 4. Runtime of the proposed algorithm for varying n  

Number of data 
 points (n) 

Runtime (in seconds) 

1000 0.025395 

2500 0.051532 

5000 0.100180 

7500 0.154173 

10000 0.212810 

 

Table 5 shows the runtime recorded for the proposed 

algorithm for values of m varying from 2 to 50 and fixed  

values of n =1000 and k=2. Generally, values of m in real 

life data are usually around 20. We extend the values till 

50 to calculate growth effectively. The growth of runtime 

is observed practically constant because „m‟ is not used 
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much for computation of time complexity and used only 

for inner operations. 

Table 5. Runtime of the proposed algorithm for varying m 

Number of  
attributes (m) 

Runtime (in seconds) 

2 0.020153 

4 0.020955 

6 0.020000 

10 0.019731 

14 0.019841 

18 0.020192 

22 0.020943 

26 0.022490 

30 0.020500 

34 0.020580 

38 0.021483 

42 0.021790 

46 0.022889 

50 0.025111 

 

Table 6 shows runtime growth with fixed values of 

n=1000 and m=2 and varying values of k. Average 

number of clusters in almost all real life datasets are 

limited  to 5 or 6 but we further increase the values of k 

till 12. The runtime is observed linearly increasing 

against values of k. 

Table 6. Runtime of the proposed algorithm for varying k  

Number of  

clusters (k) 
Runtime (in seconds) 

2 0.025395 

4 0.045561 

6 0.055833 

8 0.068413 

10 0.076718 

12 0.087900 

 

 

Fig.2. Growth of Runtime with n 

To see the runtime growth pictorially, we plot graphs 

showing growth versus varying parameters. Fig 2 shows 

plot of runtime against varying n and is observed to be 

linearly increasing. Fig 3 shows the runtime growth 

versus changing values of m and  is nearly constant. Fig 4 

shows the linearly increasing runtime growth against 

increasing values of k. 

 

 

Fig.3. Growth of Runtime with m 

 

Fig.4. Growth of Runtime with k 

D.  Clustering Accuracy 

Many clustering algorithms are not only judged 

through the cluster format ion and shape but through 

accuracy of clusters obtained, that is how well the output 

resembles the desired clusters. K-means is equally 

popular in supervised learning. In order to observe how 

an improvement/optimizat ion of k-means will perform 

when used in supervised learning, it  should be checked 

for accuracy obtained over real life datasets. The actual 

cluster distribution of these datasets is already known. 

The accuracy can be measured as per any one of the 

following indices. 

 

1)  

where  number of data points  

2) - F1 score is the measure of accuracy 

considering Precision (Positive predictive value) 

and Recall (Sensitivity) to compute the score. 

Traditionally, it is the harmonic mean of Precis ion 

and Recall. 

 

For , we need to calculate  

and . 
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For any cluster  

And , 

Where, =True positive points, 

 = False positive points and  

 = False negative points 

Now, average precision,  and average 

Recall,  which makes 

 

 

 

Cluster accuracy recorded for the three real life 

datasets using the proposed algorithm are tabulated in  

Table 7. 

Table 7. Calculation of accuracy of proposed algorithm over 
real life datasets 

Dataset Accuracy F1 Score  

Iris 0.906 0.915 

Wine 0.955 0.950 

Ionosphere  0.934 0.933 

 

The results recorded in Tab le 7 do not carry much  

independent significance until they are compared with 

other similar p roposals. Such proposals using same 

datasets for implementation and testing their works can 

be compared to with our proposal using their results over 

the datasets.  

We compared our results with available results of 

Khan and Ahmad‟s work [7], Enhanced k-means [11] and 

P-Kmeans [19]. Tab les8 and 9 show the tabulated results 

of the comparison for accuracy and F1 score respectively. 

These results compare the accuracy and F1 score of the 

proposed algorithm from the related works.  

Table 8. Comparison of Accuracy of the proposal with other works 

based on k-means 

Datasets 

Khan 
and 

Ahmad 

[7] 

Enhanced 
k-means 

[11] 

P-K 
Means 

[19] 

Proposed 
Work 

Iris 0.92 0.893 0.95 0.92 

Wine 0.95 0.759 0.76 0.95 

Ionosphere NA NA NA 0.93 

Table 9. Comparison of F1 Score of the proposal with other works 

based on k-means 

Datasets 

Khan 
and 

Ahmad 
[7] 

Enhanced 
k-means 

[11] 

P-K 
Means 

[19] 

Proposed 

Work 

Iris 0.92 NA 0.95 0.91 

Wine 0.95 NA 0.78 0.95 

Ionosphere NA NA NA 0.93 

 

The accuracy of the proposed work is at par with the 

accuracy of the related works tested in case of Wine 

dataset. When considering Iris dataset, the accuracy 

measures obtained are similar for Khan and Ahmad‟s 

work [7], more than Enhanced K-means algorithm [11] 

and slightly less than the P-Kmeans [19]. We could not 

find accuracy results for ionosphere dataset in any 

optimized versions of the k-means clustering, so the 

related portion is mentioned NA (Not available).  In  terms 

of the F1 score, the proposed algorithm is found working 

better for the Wine dataset than the other related works 

compared. None of the other related works had tested 

their proposals on Ionosphere dataset. So the values are 

not available. 

 

V.  CONCLUSION 

Out of the numerous clustering algorithms proposed till 

date, the K-means has not lost its value and still continues 

to be a popular research area due to its simplicity, 

flexib ility and scalability. However, it  involves many 

iterations for d istance computations between points and 

cluster centers and due to increased cost per iteration, the 

scalability  of the algorithm gets hampered. Improving the 

algorithm in  this aspect is a  focus of many optimizat ion 

researches. In this paper, an accelerated K-means is 

proposed in which the cost of every successive iteration 

reduces continuously. Longer the algorithm needs to 

work, lesser the efforts. Our contribution not only 

accelerates the conventional K-means but also enhances 

its scalability. Being a generalized version of the Poteras 

et al‟s work in this direction, the results of the proposal 

when compared with those of Poteras et al‟s work are 

significantly improved. 
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