Real-Time Group Face-Detection for an Intelligent Class-Attendance System
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Abstract— The traditional manual attendance system wastes time over students’ responses, but it has worked well for small numbers of students. This research presents a real-time group face-detection system. This system will be used later for student class attendance through automatic student identification. The system architecture and its algorithm will be described in details. The algorithm for the system was based on analyzing facial properties and features in order to perform face detection for checking students’ attendance in real time. The classroom’s camera captures the students’ photo. Then, face detection will be implemented automatically to generate a list of detected student faces. Many experiments were adopted based on real time video captured using digital cameras. The experimental results showed that our approach of face detection offers real-time processing speed with good acceptable detection ratio equal to 94.73%.

Index Terms— Face Detection, Group Face Detection, Real-Time Face Detection, Attendance System

I. INTRODUCTION

Humans are good in identifying known faces, but they are not as good when they deal with a large number of unknown faces. It is a great challenge to build software which is similar to human ability in detecting and recognizing faces in real time. Nevertheless, it is very important to use automated attendance systems, especially in student classrooms of universities where a good face recognition system executed on a fast computer with a large storage capacity can overcome human limitations. Generally, face recognition remains a demanded technology [1].

The human face presents several challenges for any visual system, such as the high degree of similarity between different faces, the extent to which expressions and hair can alter the face, and the large number of angles from which a face can be viewed in common situations.

A face recognition system must be robust with respect to this variability and be generalized over a wide range of conditions to capture the essential similarities for a given human face [1]. A general face recognition system consists of many stages: face detection; feature extraction; and face recognition [2].

The face detection and feature extraction phases could be performed concurrently. The system identifies a certain image region as a face. This procedure has many applications: face tracking, pose estimation, or compression. Feature extraction involves obtaining relevant facial features from the data. These features could be certain face regions, variations, angles, or measures. This phase has other applications such as facial feature tracking and emotion recognition. Finally, the system recognizes the face by reporting an identity from a database. Face detection and recognition can be applied in many fields such as authentication, security, video surveillance, and human interaction systems [3]. Faces represent complex, multidimensional, meaningful visual stimuli and developing a computational model for face recognition is difficult [4]. As mentioned earlier, the task of detecting a face is complex due to its variability including its pose, color, expression, orientation, and position. Therefore, recognizing various facial expressions is applied by using various modeling techniques [5][33][34].

Recently, applications based on human face detection have been developed for a variety of hardware and software systems such as surveillance systems, digital monitoring, intelligent robots, laptops, PC cameras, digital cameras, and 3G cell phones. These applications play an important role in our life. Nevertheless, the algorithms of most applications are complicated and hard to meet real-time requirements of specific frame-rates [6].

Therefore, over the past decade, many approaches for improving the performance of face detection have been
II. LITERATURE STUDIES RELATED TO REAL TIME FACE DETECTION

Face recognition systems ranged from static to dynamic uncontrolled face identification in cluttered background (subway and airport). Face recognition can be regarded as a set of common biometric properties used by humans to recognize persons [24]. Face verification extracts a feature set from a two-dimensional face image and matches it with a template stored in a database [25]. Facial images may be captured in unconstrained and uncontrolled environments. Therefore, the recognition performance of the existing face recognition techniques is low. This is because of appearance variations of the face image induced by different environmental factors such as illumination. Changes in illumination conditions cause variation in face appearance and affect face recognition systems performance [26]. The face recognition phase includes a comparison method, a classification algorithm, and an accuracy measure. This recognition phase uses data mining methods for classification [14]. Prakash et al., 2013 [27] provided a description of single feature and multiple features depending on biometric systems by including the performance of physiological specifications (such as fingerprint, iris, and face recognition) and behavioral specifications (such as body language, facial expression, and speech recognition).

Face detection is difficult because of the textural differences among faces. The great challenge for the face detection is the large number of factors [13] such as: pose, orientation, facial expressions, facial size, luminance conditions, occlusion, structural components, gender, lighting conditions, the scene, and the complexity of image background (which ranges from simple uniform to complex backgrounds). At the same time, faces closer to the camera appear larger than faces that are farther away from the camera. Face detection is the first step in online face recognition. Face detection and localization is the task of checking whether the given input image contains a human face and returning the location of this face in the image.

In recent years, there have been a wide variety of applications and researches related to real-time face detection [24]. Rob McCread, 2000 [16] developed an object detection system that operates on real-time video data in hardware for human faces. This system was implemented on a large programmable hardware system to reduce the time and cost required to create a working hardware prototype. The implementation runs at 30 frames per second, which is 1000 times faster than the same algorithm running on software.

Paul and Michael, 2001 [17] described a visual object detection framework to process images to achieve high detection rates. While Shakhnarovich et al., 2002 [18] presented progress toward a real-time face detection and a demographic analysis system. Faces are detected and extracted using the algorithm proposed in [17]. Detected faces are passed to a demographics classifier which uses the face detector architecture. This classifier is fast and delivers error rates better than other known classifiers. The entire system processes 10 frames per second on an 800 MHz Intel PIII.

After that, Paul and Michael, 2004 [19] described a face detection framework to process images by achieving high detection rates. They introduced a new image representation, “Integral Image,” to allow features used by the detector to be computed quickly. They used a simple classifier to select a small number of visual features from a large set of potential features. They introduced a method for combining classifiers in a cascade to allow background regions of the image to be quickly discarded while spending more computation on face-like regions. The system yields face detection that proceeds at 15 frames per second.

Smart Cameras are becoming more popular in the intelligent surveillance systems area to recognize faces in a crowd in real-time to enhance these systems. Using a high resolution smart camera as a tool to extract faces that are suitable for face recognition would reduce the computational load on the main processing unit. This processing unit would not be overloaded by high data rates required for high resolution video and could be designed solely for face recognition [20]. Mustafah et al., 2007 [20] reported on a multiple-stage face detection and tracking system that is designed for implementation on the NICTA high resolution (5 MP) smart camera. Whereas, Zhiwei and Qiang, 2005 [21] proposed a real-time method for eye tracking under variable lighting conditions and face orientations based on combining the latest technologies in appearance-based object recognition. Combining the strengths of different techniques and overcoming their shortcomings, the proposed method uses an active infrared illumination to brighten the subject’s face to produce the bright pupil effect. The bright pupil effect and the appearance of eyes are utilized simultaneously for eyes detection and tracking.

Finally, Michalis, 2013 [22] suggested a framework to track and identify many persons in a crowded location.
captured by multiple cameras. A people detector is employed to estimate the position of individuals. These position estimates are used by the face detector to reduce the search space of possible face locations and minimize the false positives.

The goal of this research is to construct an automatic face detection system using a PC camera in real-time. This system will be used later for student class attendance. The focus of this research is on the face detection stage of face recognition.

III. PROPOSED SYSTEM

In our previous work [23], a novel system for recognizing students during a class session is described. This system includes the following steps: system access control to authenticate the instructor in the student database server; face detection and recognition (after capturing the students' photos' by camera); and collecting data process and producing the attendance report. This section includes a detailed description of the algorithm suggested for the face detection step in the proposed system.

A. System Input

The input of real time group face detection system is a set of real time video captured photos (frames). Each frame is taken for a group of students which attend any class as shown in Fig.1. Whereas the output of this system is a set of individual photos related to acceptable detected faces in the captured photos, one photo for each student per frame.

B. Main Steps of the System

The main steps of the proposed system are as follows:
1. The number of frames for the overall class will be determined earlier in the program to avoid infinite loop. We will be assumed that acceptable results can be obtained when the number of frames increased.
2. The number of photos (faces) to be stored in a system database depends on the number of students that already registered in the class. This number will affect the maximum number of faces to be detected in each camera shot.
3. The number of faces to be detected in each camera shut photo will be determined earlier. It is equal to the maximum number of students which registered in the class.
4. Each camera photo includes all students’ faces. All well detected faces will be chosen according to mathematical suggested formula as we will show later in the next section.
5. Continue taking frames until all faces are detected with acceptable ratio or the maximum number of frames reached.
6. For example, Fig. 2 shows 10 faces of one person taken when running the algorithm for 10 frames.
7. Our algorithm choose the acceptable photo (Fig. 2.g) for detection of face (left eye, right eye, nose and mouth) as shown in Fig. 3 which will be stored to be used for face recognition. At this step, only well detected face photo (face with best front position) will be used for face recognition.

C. Mathematical Models Used to Detect Faces with Best Front Position

For each face photo, relations between the four face regions (left eye, right eye, nose and mouth) are calculated to find the best direction position of face. This is done according to suggested algorithm as follows:
a) Each detected face in camera shoot photo is divided into 4 regions (two eyes, nose and mouth) as shown in Fig. 3. Using Computer Vision System Toolbox from MathLab 2012a.
b) Find the center points of all boxes (left eye, right eye, nose and mouth), name them as P1, P2, P3 and P4 consequently as shown in Fig. 4.
c) Find the distances (a1, a2, a3, b2 and b3) between the four points (P1, P2, P3 and P4) as shown in Fig. 4 by using (1) derived from Pythagorean theorem [28..30].
\[ d = \sqrt{(x-x1)^2 + (y-y1)^2} \]  
\[ (1) \]
d) Calculate the triangle areas for points P1, P2 and P3 and also for points: P1, P2 and P4 according to Heron’s formulas (2) and (3) [30][31] as follows:
\[ s = \frac{a+b+c}{2} \]
\[ area = \sqrt{s(s-a)(s-b)(s-c)} \]
\[ (2) \]
\[ (3) \]
Where a, b and c are triangle sides respectively.
e) Calculate the ratio (Ai) between two areas using (4) to obtain best results to find best direction position of face.
\[ A_i = \frac{Area\ of\ Big\ Triangle}{Area\ of\ Small\ Triangle} \]
\[ (4) \]
f) Calculate the angels (Θ1, Θ2, Θ3, β1, β2 and β3), by using Harley’s law of Cosine (5) [32]:
\[ \cos^{-1} \theta = \frac{c^2-a^2-b^2}{2ab} \]
\[ (5) \]
g) If the two angles (Θ1 and Θ2) of the small triangle is within an acceptable threshold value (T1) as shown in (6). Also if the differences between the two angles β1 and β2 is within an acceptable threshold value (T2) as shown in (7). Many experiments will be conducted with different values of T1, T2 and Ai
\[ \| \Theta 1 - \Theta 2 \| \leq T1 \]
\[ (6) \]
Where, Θ1 is left eyes nose angles, and Θ2 is right eyes nose angles
\[ \| \beta 1 - \beta 2 \| \leq T2 \]
\[ (7) \]
Where, β1 is left eyes mouth angles, and β2 is right eyes mouth angles.

D. System Algorithm

Step1: initialize the maximum number of frames (F) and maximum number of students in the class (ST).
Step2: read one frame (which has students’ photos).
Step3: search for faces of all students in the frame.
Step4: if face with best front position find (according to T1 and T2 thresholds, formulas (6) and (7)), store face in student database.
Step5: repeat until students’ faces are detected or maximum number of frames reached.

IV. EXPERIMENTS

The real time group face detection system is implemented using MathLib. The program steps are described in previous section. Step 5.a is implemented using “detectFaceParts” method from Computer Vision System Toolbox and Image Processing Toolbox in MathLib 2012a.
Many experiments were conducted for this study. In first experiment, 10 camera shoot photos (frames) are taken for a group of 12 students in lecture1. The 12 Photos with best direction position of faces were stored in the system database. The best 12 face photos were selected according to (1) to (7) by setting the values of $T_1$ and $T_2$ to 5. Table 1 shows the values of $A$, $\Theta_1$, $\Theta_2$, $\beta_1$, $\beta_2$, $\xi_1$ and $\xi_2$ of the 12 face photos.

The values of $A_i$ related to each face were calculate. We can notices from Table 1 that the average values of parameter (A) are around 1.7.

At the same time, the values of $\xi_1$ and $\xi_2$ were calculated to determine if the face is detected or not within accepted numbers $T_1$ and $T_2$.

If one or more of the following attributes are within the acceptable threshold ($A_i, \xi_1$ and $\xi_2$) where $A_i$, $\xi_1$ and $\xi_2$ are not greater than $T_1(5)$. At the same time, many values of $\xi_2$ (left eyes mouth angles and right eyes mouth angles) are not greater than $T_2 (5)$.

A threshold value $\leq 13$ was suggested and compared with abs ($\xi_1-\xi$) to determine if the face is detected or not. Table 2 shows exactly which face is acceptable detected or not. The accepted faces will be stored in a data base and unaccepted faces will be searched for in the next frame.

We can note from Table 2 which is related to experiment1 that only 9 faces are not acceptable and other 9 faces are acceptable. Then these 9 acceptable faces will be stored in database folder1 which is related to lecture 1.

Other experiments (2..10) were conducted for lecture2 to lecture10 each with different number of students. For each experiment (class lecture), 10 frames will be taken to detect faces and stored only an acceptable detected faces in a database folder for this lecture. These acceptable detected faces will be used later in face recognition step for student class attendance system.

Finally the detected accepted ratio ($r$) is calculated for each lecture experiment as shown in (8). Table 3 shows exactly the acceptable ratio for each experiment.

\[ r = \frac{\text{number of detected faces}}{\text{number of total faces in class}} \]  

We can note from Table 3 that the detected accepted ratio is ranged between 75% and 94.73%.

### Table 1. The values of $A_i$, $\Theta_1$, $\Theta_2$, $\beta_1$, $\beta_2$, $\xi_1$ and $\xi_2$ of the 12 face photos

<table>
<thead>
<tr>
<th>student</th>
<th>$A_i$</th>
<th>$\Theta_1$</th>
<th>$\Theta_2$</th>
<th>$\xi_1(\Theta_2 - \Theta_1)$</th>
<th>$\beta_1$</th>
<th>$\beta_2$</th>
<th>$\xi_1(\beta_2 - \beta_1)$</th>
<th>$\xi_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.540385</td>
<td>51.52881</td>
<td>58.18409</td>
<td>6.65528</td>
<td>64.81432</td>
<td>65.85048</td>
<td>1.03616</td>
<td>5.61912</td>
</tr>
<tr>
<td>2</td>
<td>1.690715</td>
<td>59.41835</td>
<td>46.77834</td>
<td>12.64001</td>
<td>65.66185</td>
<td>65.62656</td>
<td>0.03529</td>
<td>12.60472</td>
</tr>
<tr>
<td>3</td>
<td>2.008267</td>
<td>42.97134</td>
<td>53.4652</td>
<td>10.49386</td>
<td>64.34403</td>
<td>67.06593</td>
<td>2.7219</td>
<td>7.77196</td>
</tr>
<tr>
<td>4</td>
<td>1.697877</td>
<td>51.20139</td>
<td>49.09815</td>
<td>2.10324</td>
<td>57.49714</td>
<td>70.88385</td>
<td>13.38671</td>
<td>11.28347</td>
</tr>
<tr>
<td>5</td>
<td>1.920368</td>
<td>43.96973</td>
<td>51.72928</td>
<td>7.75955</td>
<td>61.26187</td>
<td>67.68577</td>
<td>6.0639</td>
<td>1.69565</td>
</tr>
<tr>
<td>6</td>
<td>1.592346</td>
<td>64.53203</td>
<td>48.3783</td>
<td>16.15373</td>
<td>66.63182</td>
<td>66.97324</td>
<td>0.34142</td>
<td>15.81231</td>
</tr>
<tr>
<td>7</td>
<td>1.664077</td>
<td>41.67697</td>
<td>55.60689</td>
<td>13.92992</td>
<td>58.51456</td>
<td>64.64233</td>
<td>6.12777</td>
<td>7.80215</td>
</tr>
<tr>
<td>8</td>
<td>1.800216</td>
<td>70.80263</td>
<td>52.89694</td>
<td>17.90569</td>
<td>73.58446</td>
<td>72.30929</td>
<td>1.27517</td>
<td>16.63052</td>
</tr>
<tr>
<td>9</td>
<td>1.811259</td>
<td>47.01162</td>
<td>50.2753</td>
<td>3.26368</td>
<td>60.97764</td>
<td>67.28672</td>
<td>6.30908</td>
<td>3.0454</td>
</tr>
<tr>
<td>10</td>
<td>1.762203</td>
<td>53.36795</td>
<td>44.44419</td>
<td>8.92376</td>
<td>66.80952</td>
<td>60.22528</td>
<td>6.58424</td>
<td>2.33952</td>
</tr>
<tr>
<td>11</td>
<td>1.790071</td>
<td>51.47321</td>
<td>46.90088</td>
<td>4.57233</td>
<td>65.41189</td>
<td>62.98074</td>
<td>2.43115</td>
<td>2.14118</td>
</tr>
<tr>
<td>12</td>
<td>1.734421</td>
<td>45.90664</td>
<td>64.4641</td>
<td>18.55746</td>
<td>68.39321</td>
<td>66.34749</td>
<td>2.04572</td>
<td>16.51174</td>
</tr>
</tbody>
</table>

![Table 1](image1.png)

### Table 3. The acceptable ratio for each experiment

<table>
<thead>
<tr>
<th>Lecture</th>
<th>Number of students</th>
<th>Detected faces</th>
<th>Accepted ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>lecture1</td>
<td>12</td>
<td>9</td>
<td>75</td>
</tr>
<tr>
<td>lecture2</td>
<td>38</td>
<td>36</td>
<td>94.73</td>
</tr>
<tr>
<td>lecture3</td>
<td>38</td>
<td>34</td>
<td>89.47</td>
</tr>
<tr>
<td>lecture4</td>
<td>40</td>
<td>37</td>
<td>92.50</td>
</tr>
<tr>
<td>lecture5</td>
<td>25</td>
<td>22</td>
<td>88</td>
</tr>
<tr>
<td>lecture6</td>
<td>20</td>
<td>17</td>
<td>85</td>
</tr>
<tr>
<td>lecture7</td>
<td>30</td>
<td>27</td>
<td>90</td>
</tr>
<tr>
<td>lecture8</td>
<td>35</td>
<td>32</td>
<td>91.42</td>
</tr>
<tr>
<td>lecture9</td>
<td>20</td>
<td>18</td>
<td>90</td>
</tr>
<tr>
<td>lecture10</td>
<td>35</td>
<td>33</td>
<td>94.28</td>
</tr>
</tbody>
</table>

**V. CONCLUSION**

In this paper, we have proposed a group face detection algorithm to detect student faces during any class lecture. This algorithm works in real time and depends on catching the video from a PC digital camera. This algorithm was implemented using MathLib 2012.

Many experiments were conducted in 10 different class lectures with different numbers of students. This is done to evaluate the quality (acceptance ratio) of the suggested...
algorithm that detects student faces in any image frame in a captured video. The experimental results showed that the acceptance detection ratio of our suggested algorithm ranged from 75% to 94.73%.

In our planned future work, these accepted detected faces for each class lecture will be stored in its own folder to build a full database which includes many folders for each lecture.

These accepted detected faces will be used later in the recognition step of the student class attendance system. Our next future work is to suggest a new algorithm for the recognition step. The recognition step will depend on the suggested algorithm of the current work.

Table 2. Shows the accepted and not accepted faces according to $A_i$, $£1$ and $£2$

<table>
<thead>
<tr>
<th>Student Number</th>
<th>Student Face</th>
<th>$A_i$</th>
<th>$£1$</th>
<th>$£2$</th>
<th>$\text{abs}(£1-£2)$</th>
<th>Accepted and not accepted faces</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>1.540385</td>
<td>6.65528</td>
<td>1.03616</td>
<td>5.61912</td>
<td>accepted</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>1.690715</td>
<td>12.64001</td>
<td>0.03529</td>
<td>12.60472</td>
<td>accepted</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>2.008267</td>
<td>10.49386</td>
<td>2.7219</td>
<td>7.77196</td>
<td>accepted</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>1.697877</td>
<td>2.10324</td>
<td>13.38671</td>
<td>11.28347</td>
<td>accepted</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>1.920368</td>
<td>7.75955</td>
<td>6.0639</td>
<td>1.69565</td>
<td>accepted</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>1.592346</td>
<td>16.15373</td>
<td>0.34142</td>
<td>15.81231</td>
<td>not accepted</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td>1.664077</td>
<td>13.92992</td>
<td>6.12777</td>
<td>7.80215</td>
<td>accepted</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>1.800216</td>
<td>17.90569</td>
<td>1.27517</td>
<td>16.63052</td>
<td>not accepted</td>
</tr>
<tr>
<td>9</td>
<td></td>
<td>1.811259</td>
<td>3.26368</td>
<td>6.30908</td>
<td>3.0454</td>
<td>accepted</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>1.762203</td>
<td>8.92376</td>
<td>6.58424</td>
<td>2.33952</td>
<td>accepted</td>
</tr>
<tr>
<td>11</td>
<td></td>
<td>1.790071</td>
<td>4.57233</td>
<td>2.43115</td>
<td>2.14118</td>
<td>accepted</td>
</tr>
<tr>
<td>12</td>
<td></td>
<td>1.734421</td>
<td>18.55746</td>
<td>2.04572</td>
<td>16.51174</td>
<td>not accepted</td>
</tr>
</tbody>
</table>
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