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Abstract— Web information sources such as forums, blogs, and 

news articles are becoming increasingly large and diverse. Even 

if advances in technology are helping to improve techniques for 

dealing with the large amounts of the generated data, such data 

sources are heterogeneous in structure (semi structured or 

unstructured sources) and nature (texts or images). 

Implementation of software solutions is then necessary to 

prepare data and access these sources in a homogenous way. In 

this paper we present an approach for indexing heterogeneous 

data sources. Our objective is to offer techniques for efficient 

indexing of web sources by storing only the necessary 

information. We propose automatic indexing for semi structured 

or unstructured sources (e.g., xml files, html files) and 

annotation for other sources (e.g., images, videos that exist 

within a page). We present our algorithms of indexing and 

propose the use of MapReduce model to build a scalable 

inverted index. Experiments on a real-world corpus show that 

our approach achieves a good performance. 

 

Index Terms— Information Retrieval, Indexing Techniques, 

Data Mining, Mapreduce 

 

I. INTRODUCTION 

One of the main difficulties encountered by the users 

of the web is heterogeneity of information sources and 

their diversity. Heterogeneity of sources may come from 

the format or the structure (structured sources: relational 

databases, semi structured sources: XML documents, or 

unstructured: texts). One of the objectives of the future 

web, which is called semantic web, is to provide 

mechanisms to access heterogeneous data sources in a 

standardized way. The systems known as mediation 

systems are then very useful, in the presence of 

heterogeneous data, because they give the impression of 

using homogeneous system.  

The main objective of this paper is to prepare data to 

be used in a global architecture for querying 

heterogeneous data sources of the web. We then index 

data sources syntactically and semantically and enable the 

exploitation of the generated indexes in order to use them 

in a global system. 

This paper is organized as follows: In the next section, 

we present some related works to our approach. Section 3, 

is reserved for the description of our approach in order to 

show the different steps for the creation of indexes. In 

section 4, we present our algorithms and in the section 5, 

we present experiments. A conclusion is presented to 

synthesize this work and a set of prospects are proposed 

in the end of this paper. 

 

II. RELATED WORKS 

The scientific community has long been interested in 

indexing as a critical step of pretreatment of data and an 

important process in information retrieval systems. The 

implementation of software solutions which improve 

performance of the systems has always been necessary. 

The new models such as MapReduce handle quantities 

of data that are becoming increasingly large. To improve 

execution time and data processing, several 

implementations have been proposed, among these 

solutions, we can find Hadoop which is a free, Java-based 

programming framework that supports the processing of 

large data sets in a distributed computing environment [1]. 

Some research has been implemented to evaluate 

performance of the MapReduce model [2] [3]. 

Several studies have been published about indexing 

strategies and MapReduce jobs. A good indexing strategy 

will allow fast access to desired data and a short time for 

the indexing process. Among the existing works on the 

problem of indexing, some approaches [4] [5] [6] analyze 

the query workload and decide which attributes to index. 

Another research direction [7] is the use of distributed 

key-value storage system as a generic infrastructure to 

accommodate structured and semi-structured data. 

Lin et al. [8] propose to build a full-text inverted index 

at the level of the blocks to optimize regular-expression 

queries over text fields. 

In our approach, we propose to index the concepts 

extracted from a semantic indexing phase after a filtering 

phase (syntactic phase). The creation of inverted index by 

storing only the concepts and the use of MapReduce 

model makes the index scalable. 

 

III. OUR APPROACH 

In this section, we present our approach of indexing 

heterogeneous data sources, i.e the steps of the 

construction of indexes, including how we adapt the 

classical techniques of indexing.  

First of all, we present our approach and remind some 

notions of indexing. 
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Depending on the type of the source, two treatments are possible (Fig. 1): 

 

 

Fig. 1. Overall Scheme of our Approach 

 

 
Fig. 2. Syntactic indexing 
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 Automatic indexing: concerns the semi structured or 

unstructured sources, i.e: textual documents, ex: text 

files. 

 Annotation: (tagging) concerns annotations and 

using extracted concepts for the creation of inverted 

index. Annotation is for non-textual sources, e.g. 

video, image.  

A.  Automatic indexing 

In this type of indexation, we had been inspired by the 

work of Baziz et al [9] [10] [11]. 

The construction of indexes in the automatic indexing 

is done in two main phases: the syntactic indexation and 

semantic indexation (Fig. 1). 

1. Syntactic Indexation 

The objective of the syntactic indexation is to extract 

the terms from the documents and store them with their 

number of occurrences in a physical index. This type of 

indexing has been presented in several works [12] [13]. 

a- Extraction of words 
In this first phase of construction of indexes, we extract 

the significant terms of the document (not a stop word). 

b- Calculation of the occurrence of the word: 

For the significant words, the frequency of occurrences 

must be calculated. Every time a word is encountered in 

the document, we increment its frequency (Term 

Frequency). 

The result of this phase is the file "Index_Syn": 

Syntactic Index related to each document. It is constituted 

as follows: 

For each document, you can find all the words which 

belong to the document with their term frequencies. 

 

An example of this type of indexing is given in the 

following Figure (Fig. 2). 

Each document of the corpus is treated and significant 

terms are extracted with their TF (Fig. 2). 

2. Semantic Indexing 

This phase accepts as input information from the 

syntactic indexation.  

Semantic indexing consists of the following steps. In 

Index_Syn (created from the syntactic indexation) and for 

each document, we do: 

a- Detection of concepts 
A term is said concept if it belongs to at least one entry 

in the ontology. WordNet [21] is used to do the matching. 

The detection of concepts is done by taking the words 

one by one and projecting them on the ontology to detect 

the concepts. Concepts are identified from WordNet and 

marked in a document. 

For example: "president" is a concept because it 

matches an entry in the ontology which is of the type 

“person”. This step is the projection of the document on 

the ontology. 

 

b- Expansion of concepts using the ontology 

For each detected concept, a specific treatment is done. 

It is to detect links between the different concepts and to 

link them together using WordNet. 

Concepts are then extended by their synonyms and 

hyponyms that exist in the document. 

A list of synonyms and meaning will be awarded to 

each concept. Creation of links and relations between 

concepts forms some kind of a network for each concept. 

This step is the projection of the ontology on the 

document. 

 

c- Construction of the semantic network 

In the previous two steps, we used ontology to 

represent the content of the documents in the form of: 

- Concepts. 

- Relations between concepts. 

We had as results and for each concept a number of 

terms which are associated with. We call this 

combination the semantic network of the term. 

 

Definition: 

The set of terms Sn = {t1… tp} forms a network with a 

term t of a document doc, means that: - Sn is formed by 

the union of the elements ei / ei are terms in relation with 

the term t, where the relation is = {synonymy, derivation, 

same familly, ... }.- AND t (ei) Sn, t (ei)  doc. 

 

d- Weighting of concepts 

There are several approaches [19] [20] to weight the 

significant terms of a document or a query. Many of them 

are based on the factors Tf and idf which allow the 

consideration of the local and global weights of a term. 

The measure tf*idf allows to approximate the 

representativeness of a term in a document. 

In our approach, we will use a variant of this measure, 

which is the Cf*idf. 

 

- Calculation of  CF 

The CF is not the frequency of the term but that of the 

concept. To be calculated, we must add the tf of the initial 

term to all tf of the terms that have been associated in the 

same document in the previous phase, i.e the tf of the 

terms of the semantic network, as shown in (1). 

.network) (semantic tf+ (t)  tf= Cf            (1) 

Such as t is the current term and tf (semantic network) 

are all terms of the semantic network. 

 

- Calculation of idf 

In this work, we distinguished the frequency of 

occurrence of a term in a document (term frequency, tf) 

which was already calculated in the Syntactic index 

“index_syn” and the frequency of occurrence for the same 

term in the entire collection (inverse document frequency,  

idf ) , as shown in (2). 

Idf = (log ((total documents) / (number of 

documents with the term)). 
   (2) 

Document_ID => {(term1, tf1)… (Termn, tfn)} /  

  n: Number of Significant words of the 

document. 
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Idf = (log ((total documents) / (number of documents    

with the term))1. 

 

e- Updating of index_Syn 

Index_Syn is updated by taking into account the 

concepts with an entry in the ontology (the detected 

concepts). 

The terms which belong to their network will be taken 

as the concepts with the same weight (which is the sum)  

In this phase, we enrich the index_Syn with the terms 

of the created network and we remove the terms that are 

not concepts. 

The result will be, a semantic index (Index_Sem) 

which is composed as follows:  

 

i, j: Weighting of the concept (Cf.idf already 

calculated).  k: 1...m / m: the size of semantic network of 

the concept. 

B. Annotation 

For non-textual data sources, we propose the use of 

semantic annotation tools. Several works present tools for 

image annotation [15] [16] and video annotation [17] [18]. 

This part of the work will be presented in a future work. 

Concepts are related to sources and are then used to 

create the inverted index. 

 Creation of the inverted index 
This step is necessary to allow exploitation of the 

indexes. 

The creation of inverted index is to correspond to all 

concepts, the documents that contain them with their 

weights. 

 
  

IV. ALGORITHMS 

In this section, we propose efficient algorithms of the 

different phases of our approach. We also introduce the 

use of MapReduce model to create inverted index. 

Syntactic indexing phase (removes stop words and 

calculates Tf) is summarized by the following algorithm 

(Algorithm 1): 

The previous algorithm (Algorithm 1) extracts the 

terms, calculate the Tf (term frequency) of each term and 

generate a syntactic index of the documents.  

Semantic indexing phase is summarized by the 

following algorithm (Algorithm 2): 

 

 

                                                           
1 http://en.wikipedia.org/wiki/Tf-idf 

 

 

 
 

The previous algorithm (Algorithm 2) extracts the 

concepts that will be considered in the semantic index (by 

projecting syntactic indexes of the documents on an 

ontology of the considered domain), and extends them by 

creating the semantic network and weighting the concepts.  

This algorithm generates semantic indexes of the 

documents.  

Algorithm 1: Syntactic indexing 

Require: documents: corpus 

Output: Index_Syn: syntactic index 

 

For each Doc_in (documents) do 

/* for all documents of the corpus, current is Doc */; 

     Create (Doc.index_Syn); 

     /* create index_Syn of each document */; 

           For each line_in (Doc) faire 

/*for all the lines of document, current is 

line*/; 

               For each   word_in (line); 

               /*for all the words of the line*/; 

      If stop_word (word) = False then 

      /* If the word is not a stop word */; 

          If Doc.Index_Syn.Contains (word) = False then 

          /* Index_Syn does not contain the word */; 

          Doc.Index_Syn.Add (word, 1); 

         /*add the word to index, tf =1 term frequency*/; 

          ELSE 

         /*Index_Syn contain the word: increment tf*/;   

          Doc.Index_Syn.IncrementTf (word.TF); 

      END If; 

      END If; 
            END For; 

        ENDFor; 

ENDFor; 

END 

{{(concept_1k;i), (concept1_k+1;i)}, …, 

{(concept_nk;j), (concept_nk+1;j), …}} 

 

Concept 1 --> <Documents and weighting> 

  ... 
Concept n --> <Documents and weighting> 

 

Algorithm 2:  Semantic Indexing 

Require: Index_Syn: index 

Output: Index Sem: index semantic 

 

For each index_Syn do 

/*for all indexes Index_Syn of documents*/; 

    For each term in index_Syn do 

    /*for all terms of Index_Syn*/; 

If term.isConcept () then 

/*Term corresponds to an input of              

ontology*/; 

/*Projection on ontology*/ 

Expansion _with_ontology (); 

/* detect links between concepts and extend 

them*/; 

Construction_semantic_network (); 

/*concept and the terms associated with*/; 

Ponderation_Concept (); 

            /*concept is weighted according to Cf.idf */; 

Else /*Term is ignored*/; 

END If; 

Update_Index_Syn (); 

/*update Index_Syn -> only concepts are considered*/; 

     END For; 

END For; 

END 
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The following algorithm (Algorithm 3) creates an 

inverted index from semantic indexes of the documents: 

 
 

The previous algorithm (Algorithm 3) creates from all 

the semantic indexes of the documents, an inverted index 

(Index_Sem_Inv) that matches all the concepts with their 

documents and weightings. 

 MapReduce Algorithm 

Map-Reduce framework [22] is a popular way to deal 

with a large scale of data. In this paper, we focus on 

indexing which is a crucial step made offline. The use 

MapReduce framework grantee the performance over big 

data sets. 

To create an inverted index, we use the pseudo code 

given in [14] and we adapt it to our approach. 

The creation of the inverted index (Index_Sem_Inv) of 

our approach is as follows: 

 
 

The Map function calculates all the cf (Concept 

frequency) and emits the concept with a Posting List 

containing the identifier of the document and cf of the 

concept in this document. The Reducer groups and ranks 

the positing lists of each concept, i.e, all documents that 

contain the concept and the corresponding cf. Reducer 

emits the concept and its Postindg list. 

 

V. EXPERIMENTS 

In order to analyze our approach and study its 

performance, we considered the execution time and the 

size of the created indexes. We will present in this section 

some results and compare our approach of indexing using 

MapReduce to a classical one that uses Algorithm 3 of 

the previous section (Section 4) without MapReduce i.e 

without parallelization of execution; we name it 

“Approach 2”. 

We have created a corpus consisting of 20000 image-

text pairs, retrieved from the Yahoo! News website2. 

Experiment 1: Average execution time 

In this series of experiments, we measured the average 

execution time of the creation of indexes. We have 

launched the two approaches (with and without 

MapReduce) and calculate the time. 

 

Fig. 3. Execution time by varying the size of corpus 

 

Fig. 3 shows the results of execution time of the two 

approaches by varying the size of corpus (we used 

various sizes of corpus from 500 files per corpus to 

20000 files). The execution time (time for the creation of 

index) given by our approach is 282 seconds for example 

when the corpus size is 3500 when the Approach 2 is 564 

seconds. In all cases, the required time for the creation of 

index of our approach is better than approach 2 (see Fig. 

3). We can deduce from these results that our approach 

gives better results, which is estimated 49 % faster (the 

average considering the results of Fig. 3). 

Experiment 2: Index size 

This second experiment is to study size of created 

index by varying the corpus size.  

Fig. 4 summarizes the results obtained by this 

experiment. We vary the size of corpus from 500 files to 

20000 files, as shown in Fig. 4. 

 

                                                           
2 http://news.yahoo.com 

1: Class Mapper 

2: procedure Map (docid id, doc d) 

3: H <– new AssociativeArray; 

4: for all Concept C in Index_Sem do 

5: cf{C} <– cf{C} + 1; 

6: for all Concept C in H do 

7: Emit (Concept C, posting <id, cf{C}>) 

 

1: Class Reducer 

2: procedure Reduce (concept c, postings [< id1, cf1> ...]) 

3: P <– new List; 

4: for all posting <a, f> in postings [<id1, cf1> ...] do 

5: Append (P, <a, f>); 

6: Sort (P) 

7: Emit (Concept C, postings P) 

Algorithm 3: Creation of inverted index 

Require: Index_Sem: semantic indexes 

Output: Index_Sem_Inv: Inverted semantic index 

 

For each Index_Sem do 

/*for all indexes Index_Sem of documents*/; 

   For each Concept in index_Sem do 

   /* for all concepts of all the semantic indexes of the     

    documents*/; 

        If Concept.existsIn (Index_Sem Inv ()) = True  

        Then 

           /*If the Concept exists in Index_Sem_Inv */; 

Index_Sem_Inv [Concept].Add [Index_Sem.Do 

cument, weighting]; 

/*add document of current Index_Sem to    

Index_Sem_Inv with the weighting of the 

concept*/ 

       Else /*Concept does not exist in the inverted index*/; 

       Index_Sem_Inv [end].Add [Concept,     

       Index_Sem.Document, weighting]; 

/*add the concept with the document and 

weighting at the end of the inverted index*/; 

       END If; 

   END For; 

END For; 

END 
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Fig. 4. Index size by varying the size of corpus 

 

We note that our approach reduces the size of the 

created index. For the examples shown in Fig. 4, the size 

of index is 24Mo for our approach when the corpus size 

is 3500 and the index size of approach 2 is 48.5Mo when 

the corpus size is 3500, we have an average gain of 48% 

of space in our approach (the average considering the 

results of Fig. 4), we deduce that the proposed approach 

reduce the necessary space for index because of the 

performance of the MapReduce model and the storage of 

the necessary information (concepts only). 

 

VI. CONCLUSION 

Indexing plays an important role in information 

retrieval. There are several types of indexing but in all 

cases the principle is to convert data sources to 

computerized data. The objective of this article is to 

propose techniques for automatic semantic indexing 

(indexing linked to ontology) on heterogeneous sources.  

In this paper, we proposed an approach for indexing 

semi or unstructured sources. Annotation is proposed for 

non-textual sources and automatic indexing for textual 

sources by considering syntactic and semantic indexing. 

The goal of the integration of techniques for diverse 

sources is to manage the heterogeneity, and consider all 

sources of information of the web. To create our inverted 

index, we used MapReduce Framework to allow the 

scalability.  

Experiments show that our approach has a good 

response time and the size of the created index is 

improved because of the storing of necessary information 

and the use of MapReduce. 

Our approach is only a first phase in a global work of a 

research about new techniques for querying web data 

sources.  

To a continuation of our work, we will integrate our 

approach in a global system to exploit our indexes and 

test relevance of responses that will be returned to users 

queries. 
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