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Abstract—Bayes estimators of the parameter of
exponential distribution are obtained with non-
informative quasi-prior distribution based on record
values under three loss functions. These functions are
weighted squared error loss, square log error loss and
entropy loss functions. Finally the minimax estimators
of the parameter are obtained by using Lehmann’s
theorem. Comparisons in terms of risks with the
estimators of parameter under three loss functions are
also studied.
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I. Introduction

Record values and the associated statistics area of
interest and important in many real life applications
involving data relating to meteorology, sport,
economics and life testing.

Set

Y, =max{X,, X,,---, X, },n>1,

we say that X i is an upper record and denoted by
XogyifY;>Y 0, 1>1

The detail about record values can refer Arnold et
al.(1998), Ragab (2002), Jaheen (2004) and Ahmadi et
al.(2005) and references therein.

Exponential distribution is one of the most commonly
used models in life-testing and reliability studies.
Inferential ~ issues concerning the exponential
distribution, and applications in the context of life-
testing and reliability, have been extensively discussed
by many scholars. A great deal of research has been
done on estimating the parameters of the exponential
distribution using both classical and Bayesian
techniques. See for example Bain (1978), Chandrasekar
et al. (2002), Jaheen (2004), and Ahmadi et al. (2005)
and references therein.

This paper is devoted to the minimax estimation
problem of the unknown scale parameter & in the

Copyright © 2014 MECS

exponential distribution with probability density
function (pdf)

f(x;0)=0exp(-6x), x>0,6>0 €h)
and cumulative distribution function(cdf)
F(x;0)=1-ep(-0x), x>0,6>0 @)

where T (X;0) denotes the conditional pdf of
random variable(r.v.)X given @ .

This paper will discuss the minimax estimation of the
parameter of exponential distribution based on record
values.

I1. Preliminaries

2.1 Maximum Likelihood Estimation

Let X,, X,,---be a sequence of independent and

identically distributed (iid) random variables with cdf
F(x;6) and pdf f(X;6) .

In the following discussion, we always suppose that
we observe n upper record values

Xow =X Xy =Xar s Xy = X%

drawn from the exponential model with pdf given by (1).

The joint distribution of X, Xy, Xy 18
given (see Arnold et al. (1998)) by

n-1
f1,2,-~-,n (x;0)=f (Xn;H)Hh(Xi 0), @3)
i=1
0<x <o X,
: f(x:0)
h = g S S LA
where x.= (5, %+ ) (%i0) = ;2=

Since the marginal pdf of Xu(n) is given (see Arnold
et al. (1998)) by
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[-In@-F(x; )"
(n=1)!

f, (X,:0) = T(x,;6)
1 4)
=——60"x""e ™ x>0
I'(n)
Thus
Xum ~T(n,0),

and
EXy@m =n/0

The likelihood function based n upper record values
is given by

1@1X) =, .(x0)=0"ep(=0x,) )
and the log-likelihood function may be written as
L(@|x)=Inl(8| x) =nInE—-6x, (6)

Upon differentiating (6) with respect to € and
equating each results to zero, the MLE of @ is given by

dInL(6?|x)=E_Xn:O
de %

Then, the MLE of @ is

n

gMLE = X (7

u(n)

2.2 Loss Function

In statistical decision theory and Bayesian analysis,
loss function plays an important role in it and the most
common loss are symmetric loss function ,especially
squared error loss function are considered most. Under
squared loss function, it is to be thought the
overestimation and underestimation have the same
estimated risks. However, in many practical practical
problems, overestimation and underestimation will have
different consequences. To overcome this difficulty,
Varian(1975)and Zellner(1986)proposed an asymmetric
loss function known as the LINEX loss function,
Podder et al.(2004) proposed a new asymmetric loss
function for scale parameter estimation. See also
Kiapoura and Nematollahib(2011), Mahmoodi, and
Farsipour(2006). This loss function is called squared
log error loss(SLE) is

L(0,5) = (InS —In 6)? ®
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Which is balanced and L(8,8) — cas & - 0or
oo, This loss is not always convex, it is convex for

o
5 < e and concave otherwise, but its risk function has

minimum w.r.t.

Sy =e@[E(In6| X)].

In many practical situations, it appears to be more

realistic to express the loss in terms of the ratio @/ . In
this case, Dey et al. (1987) pointed out that a useful
asymmetric loss function is entropy loss function:

L(6,0) :g—lng—l )

Whose minimum occurs at & =@ . Also, this loss
function has been used in Singh et al. (2011), Li and
Ren(2012) .The Bayes estimator under the entropy loss

is denoted by éBE , given by

See =[E@ ] X)T™. (10)

I11. Bayes Estimation

In this section, we estimate & by considering
weighted square error loss, squared log error loss and
entropy loss functions.

We further assume that some prior knowledge about

the parameter @ is available to the investigation from
past experience with the exponential model. The prior
knowledge can often be summarized in terms of the so-

called prior densities on parameter space of &. In the

following discussion, we assume the following Jeffrey’s
non-informative quasi-prior density defined as,

n(e)oceid, 6>0 (11)

Hence, d =0 leads to a diffuse priorand d =1 to a
non-informative prior.
Combing the likelihood function (5) and the prior
density(10),we obtain the posterior density of & is
—d+1
X peedima

= e % (12)
r(n—d+1)

h(@|x)

This is a Gamma distribution. ['(n—d +1,x,) ,

where X is the observation of XU(n) .
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Theorem3.1. Under the weighted square error loss
function

)(5 0)*

L(0.6 7

13)

Then (i) the Bayes estimator under the weighted
square error loss function is given by

—1 _ _
5 _EI0*IX]_n-d-1

= = 14
= OE[O7IX] Xy @

(ii) the Bayes estimator under the squared log error
loss function is come out to be

¥(n)

5y =exp[E(ING] X)] == (15)

U (n)

(iii) the Bayes estimator under the entropy loss
function is obtained as

—[E@ X))t =12 (15)

u(n)
Proof. (i) by formula (11),we know that
G| X OT(N—d+1 X)),
Then

X
B[ | X]=—22,
2 @17

E[67%|X]= Xoo
(n—d)(n—-d -1

Thus, the Bayes estimator under the weighted square
error loss function is given by

» _E[07]X]
533 = )
E[o | X]

u(n)/(n_d) n—d—l
U(n)/(n d)(n—d - 1) Xum)

(ii) Using (12),
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E(Ing| X)

n—d+1
X7y 9. grearig g
(n—d+1)J

d
:aamrm—d+n—mxum
=¥Y(n-d+1)-InX,,

Where
—y

toolny- -y~ dy

d
) =T = [

is a Digamma function.
Then the Bayes estimator under the squared log error
loss function is come out to be

R ¥ (n-d+1)
05 =exp[E(InO| X)]=——

U (n)

(iii) By EQs.(10) and (17), the Bayes estimator under
the entropy loss function is given by

Sy =[E@ | X)] =222
XU(n)

IV. Minimax Estimation

The most important elements in the minimax
approach are the specification of the prior distribution
and the loss functions by using a Bayesian method.

The derivation of minimax estimators depends
primarily on a theorem due to Lehmann which can be
stated as follows:

Lemma4.1(Lehmann’s Theorem) If 7 = {Fg; Oe @}
be a family of distribution functions and D a class of
estimators of @ .Suppose that 6" € D is a Bayes
estimator against a prior distribution 5'((9)on® , and
R(é",é?) equals constant on ® ; then & is a minimax
estimator of 6.

Theorem 4.1 Let X, X,,
sample drawn from the density (1),

n-d-1

then Ogg = ———— is the minimax estimator of
U (n)

., X, be a random
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the parameter @ for the weighted square error loss
function of the type (13).

Theorem 4.2 Let X, X,,
sample drawn from the density (1),

., X, be a random

) ¥ (n—d-+1)
then 5SL = is the minimax estimator of
u(n)
the parameter € for the squared log error loss function
of the type (8).

Theorem 4.3 Let X, X,,...,X, be a random
sample drawn from the density (1),

then SBE = —

U (n)

parameter @ for the entropy loss function of the type

9).

is the minimax estimator of the

Proof. First we have to prove the theorem 4.1. To
prove the theorem we shall use Lehmann’s theorem,
which has been stated before.

For this, first we have to find the Bayes estimator o

of @. Then if we can show that the risk of d is
constant, then the theorem3.1 will be proved.

The risk function of the estimator SBS :n_—d_l
u(n)
is
R(0)=E L(g,w]

XU(n)

2

e [(n—d ~1)/ Xy —eJ
0

[(n d-12E(X;2,)
~20(n-d -1E(X U(n))wﬂ

From the conclusion X ,, ~ T'(n, &) ,we have

o
E(XU(n))_E’
92

( U(n)) (n—l)(n—Z)

Then
92

1 2
R(0) = ?{(n—d 1) R

—20(n—d—1)i+92}
n—d

2n_d_1+ (n—d-1)°
n—-d (n-d)(n-2)

—1—

Then R(6) is a constant .So, according to the

_ » n-d-1
Lehmann’s theorem it follows that, 0gg = ——— s

u(n)
the minimax estimator for the parameter & of the

exponential distribution under the weighted square error
loss function of the form (12).

Now we are going to prove the theorem4.2. The risk
R e‘l’(n—d+l)
function of the estimator &5, = ——— is
U (n)

R(0)=E[L(0.6,)]= E[(InSSL ~ln 9)2}
=E[In8y * -2In6-EIn[S, ]+ (In6)?

From the conclusion X ,, ~ T'(n, &) ,we have
E(In Xy ) =¥()-Ino
Thus
E[Indy 1=E(¥(n—d+1)-InX,,)
=¥(n-d+1)—(¥(n)—Ino)
=¥Y(n-d+)-¥(n)+Inbo
E[Inéy P =E(¥(n-d +1)~In X, )
=¥2(n-d +1)-2%(n—d +1E(In X, )
+E[(In Xy ()]

Using the fact

O

(Iny)*y™e™
L YO,

=E[(InY)*]-¥*(n)
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where Y ~T'(n,1) .and we can show that

Y =Xy~ (N

Thus

¥2(n)+¥'(n)

= E[(InY)?]= E[(I X 5y + N 6)°]

= E[(In Xy )]+ 2100+ E(In X,y ) + (IN 6
= E[(In Xy )]+ 21 0- (¥(n) ~In6) + (In 6)°

Then we get the fact

E[(In Xy (y)*1="¥*(n) +¥'(n)
—2In6-¥(n)+(In 6)?

Therefore

Ellné, I
=¥’(n-d +1)-2¥(n—-d +DE(In X, )
+E[(In X, ,))’]

—W2(n—d +1)—2%(n—d +D[¥(n)—In 4]
+¥2(n)+¥P'(n)-2In0-¥(n)+(In 6)*

R(6)
= E[Iné, > -2In0-EIn[5, ]+ (In6)*
—¥2(n—d+1)-2¥(n—d +)[¥(n) - In 9]
+WP3(n)+¥'(n)-2In6-¥(n)+(InH)*
—2In6-[¥(n—d +1) —¥(n) +In 8]+ (In 6)*
—¥2(n—d +1)
—2¥(N)¥(n—d +1) +¥?*(n)+¥'(n)

Then R(#) is a constant. So, according to the

¥ (n—d+1)

XU(n)

the minimax estimator for the parameter € of the
exponential distribution under the squared log error loss
function of the form (8).

is

Lehmann’s theorem it follows that, o =

Finally we are going to prove the theorem4.3.The

. . : 2 n-d
risk function of the estimator Ogz = —— is
U (n)
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—In(n—d)+Iné+E[In X, ]+1

=%—m(n—d)nnm\}'(n)—mml
n_

Nl - dy+wn)+1
n-1

Then R(6) is a constant .So, according to the

A n-d

Lehmann’s theorem it follows that, 5BE = is

U (n)
the minimax estimator for the parameter & of

theexponential distribution under the entropy loss
function of the form (9).

V. Risk Function

A

The risk functions of the estimators Gy, O and G
relative to squared error loss

L(9,0) = (5 —0)?

are denoted by R(0s),R(fy) and R(6) .
respectively, are can be easily shown as

R(Sgs) = E[L (S5, 0)]

~ E[(3 -0 1=EL"= 2 0y7]
U (n)

:jm'(n—d—l)z_2(n—d—1)9+9zf (0K

o| w X Xu(n)
_ Jw_(n —d —1)2 B 2(n—d —1)(9 +92 en Xn—le—éxdx

o| ¥ X r(n) |
_gp| (n-d-1y _2(n—d—1)+1}

L (n-1)(n-2) n-1

1.J. Information Technology and Computer Science, 2014, 03, 47-53



52 Minimax Estimation of the Parameter of Exponential Distribution based on Record Values
. ) e‘v(n—d+1)
2 2 0.25
R(0g ) = El(5, —0)']1=E[(——-0)'] m
XU(”) L2
L3
— 0.2
2¥ (n—d+1) ¥ (n-d+1)
=l @ 2e 0
_ J - +02}fx (X)dx
0 X X u(n) < osf |
[ 2¥(n-d+1) ¥ (n—d-+1) n ' g
=l @ 2e 0 0 %
= J — +6° X"e " dx £ o
ol X X r'(n)

(n-H(n-2) n-1

eZT(n—d+1) 2e‘P(n—d+l)
+1

R(S4e) = E[L(Sse. )]

- El(Ge - 071~ EIC—~0)]
U (n)
(n=0f_20-d)0 0], (X)dlx
X X Y

2 n
-0 200 o] 6" sy
I'(n)

X X
(n-d)? _2(n—d)+1
(n-H(n-2) n-1

0.05

¢ e ¢ ¢ ¢ ¢ ¢ ¢ ¢
0 0.5 1 15 2 25 3 35 4 4.5 5
Prior parameter d

Fig. 2: Ratio of the risk functions with n=20
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Fig. 3: Ratio of the risk functions with n=30

In the Fig.1-4, we have plotted the ratio of the risk
functions to 6° ,i.e.

R(§BS) =B R(é‘SL) =B and R(5BE) —
92 - v 92 -2 62 -
0.25
L1
L2
0.2 7 L8
5 0.15f 4
g 0.1~ - -
0.05 4

0.5 1 15 2 25 3 35 4 4.5
Prior parameter d

Fig. 1: Ratio of the risk functions with n=10
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Risk function

0.1r -
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0 r c r r r r r r r
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Prior parameter d

Fig. 4: Ratio of the risk functions with n=50

From Fig.1-4, it is clear that no of the estimators
uniformly dominates any other. We therefore
recommend that the estimators be chosen according to
the value of d when the quasi-prior density is used as
the prior distribution, and this choice in return depends
on the situation at hand.
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