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Abstract― Feature selection is one of the most important 

preprocessing steps in data mining and knowledge Engineering. 

In this short review paper, apart from a brief taxonomy of 

current feature selection methods, we review feature selection 

methods that are being used in practice. Subsequently we 

produce a near comprehensive list of problems that have been 

solved using feature selection across technical and commercial 

domain. This can serve as a valuable tool to practitioners across 

industry and academia. We also present empirical results of 

filter based methods on various datasets. The empirical study 

covers task of classification, regression, text classification and 

clustering respectively. We also compare filter based ranking 

methods using rank correlation. 

 

 
Index Terms― Feature Selection, Supervised, Unsupervised, 

Commercial, Application Domain 

 

I. INTRODUCTION 

There has been a surge in the dimension and the 

volume of datasets with information coming through 

mobiles, cameras, wireless sensory networks, radio 

frequency identification readers, weblogs, clickstreams, 

social media, internet search, video surveillance to name 

a few. The size of digital universe should have passed 1.8 

zettabyte in 2011 as noted in [1]. World’s per capita 

capacity to store digital information has roughly doubled 

every forty months [2]. Apart from the volume, the variety 

has added a lot of complexity to the analysis problem. 

Beside the structured data stored in traditional databases, 

we have unstructured data in form of text, video, images 

and semi-structured data in terms of XML and RSS feeds. 

Actually 90% of the data are unstructured as per [1]. For 

a holistic view, data mining and knowledge discovery on 

the unstructured data also needs to be carried out. This is 

bringing many new technologies like MapReduce, 

Columnar data store, Cloud at forefront. So we argue, 

dimensionality reduction and feature selection for data 

mining tasks have become more important in this 

changed ‘input dataset scenario’.  

Both feature selection and dimensionality reduction is 

effective in reducing the number of inputs without There 

has been a surge in the dimension and the volume of 

datasets with information coming through mobiles, 

cameras, wireless sensory networks, radio frequency 

identification readers, weblogs, clickstreams, social 

media, internet search, video surveillance to name a few. 

The size of digital universe should have passed 1.8 

zettabyte in 2011[1].  World’s per capita capacity to store 

digital information has roughly doubled every forty 

months [2]. Apart from the volume, the variety has added 

a lot of complexity to the analysis problem. Beside the 

structured data stored in traditional databases, we have 

unstructured data in form of text, video, images and 

semi-structured data in terms of XML and RSS feeds. 

Actually 90% of the data are unstructured [1]. So the 

potential of the unstructured data is immense. This needs 

to be tapped to have better models. Mostly the 

unstructured data also needs to bring into some sort of 

structure before inclusion in the models.  One principal 

difference this ‘structured data’ will have much more 

dimensions than the usual structured data.  As example a 

text document, is often represented as a Bag of Words 

(BoW).  A document will be presented as a vector with 

thousand of features. So we argue, dimensionality 

reduction and feature selection for data mining tasks have 

become more important in this changed ‘input dataset 

scenario’.  

Both feature selection and dimensionality reduction is 

effective in reducing the number of inputs without 

compromising much on the information content and 

hence achieving mainly below three advantages [3], [4], 

[5]  

(i) Better model understandability and visualization - 

It might not be possible to reduce to a two dimensional or 

a three dimensional feature    set, but even if we want to 

visualize with combination of two or three features, the 

combinations will be much lesser. 

(ii) Generalization of the model and reduced over 

fitting, as a result better learning accuracy is achieved.   

(iii) Efficiency in terms of time and space complexity 

for both training and execution time.  

In techniques like PCA (Principal Component 

Analysis) or factor analysis etc. we construct new 

features from the original features. Generally the no. of 

original features (n)and the no. of transformed features(n) 

are same. Rather than the entire set of transformed 

features we can select a few of them (k, k < n)which 

explains almost all of the variance of the original dataset. 

These families of methods are called dimension reduction 

methods. 
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Selecting few features from the original set of features 

based on measures like correlation, entropy and mutual 

information etc. Among the features and the target 

variable (if one exists) is called feature selection.  Feature 

selection is also known as variable selection, attribute 

selection or variable subset selection. In case of 

dimensionality reduction, because of the transformed 

space, the newly constructed features are no more 

meaningful to the business community [6], or provide no 

opportunity to incorporate domain knowledge [4]. Also, 

it still does not eliminate the need of a collection of all 

the input attributes. For the above reasons, we stick to 

reviewing only feature selection. 

In this paper, our specific contributions are as follows: 

 We bring a practitioner's view, by comparing research 

state of the art and Industry state of the art 

 We are comparing the feature selection metrics in 

terms of their similarity with each other, based on our 

empirical evaluation on various datasets. 

 A thorough listing of problem areas across application 

domains and technical domains where feature selection 

has been used.  

The organization of the paper is as follows: Section II 

provides a brief overview of the taxonomy of the feature 

selection methods and existing state of art. In Section III, 

we discuss about feature selection methods as available 

in commercial data mining packages.  In Section IV, 

various available feature selection scoring methods are 

discussed. We summarize the problems solved by feature 

selection in various applications as well as technical 

domains in Section V. Section VI lists the results of our 

own empirical evaluation. This section consists of four 

tracks – text classification, classification, regression and 

clustering respectively. In section IV and section VI we 

have focused mainly on feature selection methods which 

rank the features, while in section III and section V we 

have given an overall view.  

 

II. FEATURE SELECTION 

In this section, we briefly review the feature selection 

algorithms. Various dimensions of comparison are going 

to be: - output of the algorithm (subset or ranking), 

Supervised or Unsupervised (In terms of the task 

involved), input data (Continuous, discrete, binary, 

ordinary), Principle (Filter, Wrapper, Embedded). A 

search in Google Scholar for only year 2012 brings a 

result of 67,500 and a search in Arnetminer brings about 

9715 publications. Above numbers surely reflect the 

amount of research done in this area. It’s not possible to 

summarize all these findings in this review; we have 

looked at important papers in terms of their citations and 

focused mainly on last 10 years.  Rather than a formal 

review, we try to find answers to the below questions: 

 What is the research trend in feature selection?  

 What is the state of the art in Industry in terms of 

feature selection? How is industry catching up with the 

cutting edge research?  

 What are the various application domains and 

technical domains for feature selection? 

 Which feature selection, scoring techniques (ranking) 

is similar? 

The core belief or assumption of feature selection is 

that, not all features of an observation are equally 

relevant. There will be irrelevant features (with no 

information content relevant to the task) and redundant 

features (information represented by this feature, is 

already captured by other features). Removing them will 

potentially give a better generalization with less testing 

and training time and also better understanding and 

visualization. The problem of feature selection can be 

approached in various ways, which is described 

subsequently. 

A. Different Approaches: 

As noted in [4],[5],[6] there are four standard 

approaches, which are briefed below: 

Embedded Approach: In this approach, feature 

selection is a part of the objective function of the 

algorithm itself.  Examples of the same are decision tree, 

LASSO, LARS, 1-norm support vector etc. 

Wrapper Approach: In this method, the feature 

selection is approached considering the data mining 

algorithm as a black box. All possible combinations of 

the feature sets are used and tested exhaustively for the 

target data mining algorithm and it typically uses a 

measure like classification accuracy to select the best 

feature set. An obvious criticism is the time complexity 

of the method because of its ‘brute force’ nature. 

However, many heuristic and greedy methods can be 

used to prune the search space.  To reemphasis, the 

optimal feature set will vary between algorithms. The 

techniques differ, in terms of strategy to search the 

feature space.  The different techniques of searching the 

feature space are – Complete Search, Sequential Search 

and Randomized Search [3] respectively. 

Filter Approach: This is the most generic of all the 

approaches and works irrespective of the data mining 

algorithm that is being used. It typically employs 

measures like correlation, entropy, mutual information, 

chi square etc. i.e., analyzing general characteristic of the 

data to select an optimal feature set. The above are 

univariate measures i.e. They score each feature 

individually. There are multivariate scores like 

Correlation Feature Selection (CFS)[7] and Minimum-

redundancy-maximum-relevance (mRMR)[8] feature 

selection which scores combination of features. Certainly, 

similar to Wrapper, Filter methods also in the 

‘multivariate’ case employ similar strategies like - 

Complete Search, Sequential Search and Randomized 

Search [3] etc. 

This is much simpler and faster to build compared to 

Embedded and Wrapper approaches, as a result this 

method is more popular to both academicians and 

industry practitioner. 

Hybrid Approach:  Hybrid approach combines the 

philosophy of filtering and wrapping approach. So it uses, 

properties of data distribution (Filter) to prune the space 

and then use search strategies as in case of Wrapper to 

find a subset. 
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B. Output of Feature selection algorithm 

The feature selection algorithm can work in two ways, 

we can use a score for each feature based on entropy, 

correlation, mutual information etc. and then rank them, 

and then we can select top n or some percentage of the 

attributes. An exhaustive list of options can be found in 

[9]. Alternatively, we can formulate feature selection as a 

search problem and select the best feature subset, which 

is best for the task at hand or some other measure 

pertaining to the dataset. For the ranking methods we can 

use simple metrics based on the association between a 

feature and the target variable (in a supervised setting), 

we can also use methods like the Correlation Feature 

Selection (CFS) where the metrics penalize correlation 

among the features. An optimal subset approach will 

have typically the below steps as noted [9] : 

I. Selection of initial set of features. 

II. Generation of next set of features.  

III. Evaluation criteria for the feature subsets (How good 

that particular subset is?). 

IV. Stopping Criteria. 

Typically with N Features the order of the search space 

is O (2N), evaluation of all the feature sets is 

computationally exhaustive. So generally either greedy or 

heuristic search is applied. Based on the direction of the 

search it can be either forward, backward or bi-

directional. 

C. Univariate, Multivariate, all types of data: 

Univariate methods treat each feature independently, 

whereas multivariate methods consider interdependence 

among the features. Multivariate methods are 

theoretically sounder. However the speed and simplicity 

of univariate methods have an intuitive appeal. This 

bifurcation is applicable for filter methods. 

The dataset can have all continuous features; can have 

few discrete features, all categorical variables, both 

ordinal and nominal and combinations of all of them. Not 

all metrics cater to all the varieties as an example the 

most common metrics indicating the strength of the 

linear relationship between two variables; Pearson 

product-moment correlation coefficient needs both the 

variables to be numeric. Many algorithms require the 

features to be discrete There is an elaborate note in [42], 

on use of feature discretization and feature selection in 

conjunction.  Many algorithms deal only with discretized 

data. 

D. Supervised or Unsupervised: 

Generally a problem in the supervised domain is more 

clearly formulated and is more intuitive than the 

unsupervised set. Quite naturally, the problem of feature 

selection is studied in much more detail for supervised 

tasks than the unsupervised tasks. There has been also 

some research in semi-supervised domains, where the 

availability of the labels is much lesser. 

E. Subset Evaluation: 

The evaluation criteria can be broadly classified [3] as 

independent and dependent criteria respectively. Filter 

methods generally use an independent methodology 

based on different measures like distance, information, 

dependency and consistency depending on characteristics 

of training and testing dataset. Dependent methods are 

applicable for wrappers. Wrappers generally 

use ,classification accuracy as the most commonly used 

measure for a supervised task. For an unsupervised task, 

metrics like cluster compactness etc. can be used.  As 

embedded methods also use, particular algorithms, a 

dependent criterion is more appropriate for embedded 

methods. 

We summarize the above information in Table 1, 

which will give the practitioner an idea on what can be 

the different combinations of the approaches. The one 

that are italicized are less commonly used. One of the 

multivariate scores that we discuss in section III is 

variance inflation factor (VIF). Few optimality criteria 

are Akaike information Criterion (AIC) and Mallow’s Cp 

and Bayesian information criterion (BIC) respectively. 

 
Table 1. Feature selection methods. 

Type of Method 
Univariate/ Supervised/ 

Type of Output Evaluation of subset 
Multivariate Unsupervised 

Filter 

Univariate Supervised Ranking Independent 

Multivariate Supervised Ranking Independent 

Multivariate Supervised Subset Independent 

Univariate Unsupervised Ranking Independent 

Multivariate Unsupervised Ranking Independent 

Multivariate Unsupervised Subset Independent 

Multivariate Supervised Subset Independent 

Wrapper Multivariate Generally Supervised Subset Dependent 

Embedded Multivariate Generally Supervised Subset Dependent 

 

The variants are mostly in filter methods, the wrapper 

method also can be used for clustering with some cluster 

validity measure. 

F. Research Trends 

We looked at 100+ research papers from 2003 

onwards and looked at the keywords of these papers. We 
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do not claim that these are completely random and 

representative sample; however 100 + are a fairly large 

sample. We have searched for ‘Feature Selection’ in 

GoogleScholar and picked up keywords from the papers, 

depending on their availability. We represent the 

keywords using bag of words model, so association 

between the keywords are not captured. Also including 

abstract, body and conclusion would have given more 

insight.  As keyword fairly accurately represents the 

central concepts and contribution of the work, we have 

confined this to keywords as of now. Author provided 

keywords have been used to do a bibliometric analysis 

[11],[12]. 

 

Fig. 1. Keyword counts top cited papers 

 

 

Fig. 2. Word cloud of 100 + papers (Keywords) on feature selection. 

 

The wordcloud is based on unigram and for simplicity.  

We can figure out importance of support vector machine 

and genetic algorithms. 

Using the citations count to judge the relevance of a 

paper is in practice for quite some time. There have been 

many novel methods suggested based on citation in 

[10] ,based on local and global relation. There can be 

several other motives for citation of a paper and there are 

clearly two schools of thoughts one supporting and other 

against it. However as suggested in [13], relevance of 

citation count cannot be ruled out as an important 

parameter to assess a paper’s contribution. We picked up 

few highly cited papers from 2002 onwards (Thresh hold 

of citation taken as twenty) and we did a key word 

analysis of the same.  

Few things that we notice here are: 

i. Supervised  Learning is doubly more researched 

than unsupervised methods. 

ii. Genetic Algorithm and Support Vector Machine 

are the most used methods. 

iii. Many papers consider high dimensionality as 

important notions to be addressed. 

In the below table (Table 2) we summarize some of the 

unique thought processes in few seminal papers with 

feature selection: 

 
Table 2. Remarks on various surveys and empirical evaluation in feature selection 

Title/Ref Unique Contribution Our Remarks 

An Introduction to 
Variable and Feature 

Selection 

[4] 

It has a checklist for feature selection task which consider various 

aspects like domain knowledge, Normalization of data, 

interdependence of attributes, data quality, stability. 
An example where presumably redundant variables adds to 

performance gain. 

Near complete coverage from various 

facets. As noted by the authors, 
remarks on benchmark and unifying 

framework are missing. Notes on real 

life application domains and applicable 
methods there in is desired. 

Toward Integrating 
Feature Selection 

Algorithms for 

Classification and 
Clustering 

[3] 

A categorization framework from designer’s point of view based on 

search strategies (Complete, Sequential, and Random), data mining 

task (Classification, Clustering) and evaluation criteria (Hybrid, 
Wrapper, and Filter) of algorithms. 

A unifying platform based for user based on Knowledge (Purpose, 
Time, Output  and M/N Ratio) and Data (Class Info, Feature Type, 

Quality, and N/I Ratio). 

This is a fundamental contribution to 

Feature Selection. An evaluation with 
few datasets would have evaluated 

how the unifying platform works. 

Some other attributes like class skew, 
attribute skew could have been 

considered. Limited to clustering and 
classification. 
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Title/Ref Unique Contribution Our Remarks 

A review of feature 

selection techniques 
in bioinformatics[6] 

Thorough analysis of application domains in Bio-informatics with 
detailed categorization of domains like microarray domain and mass 

spectrometry. Lists strategies to deal with small sample domains and 

also available feature selection packages across different tool stack. 

Very exhaustive coverage of 
bioinformatics domain. A guideline to 

choose with results would have further 

helped practitioners. 

Feature selection: An 

ever evolving 
frontier in data 

mining[5] 

Highlights various upcoming areas like symbolic and explanation 

based learning, ultrahigh dimensional data, explanation based feature 

selection. 

While this is an excellent 
summarization of FSDM10, a 

comparison of various methods, 

benchmarks could have been 
beneficial. 

Empirical study of 

feature selection 

methods based on 

individual feature 

evaluation for 

classification 
problems[9] 

This is a though empirical study based on five measures (Mutual 

Information, Gain Ratio , Gini index, Releif-F , Relevance and various 

methods of selecting attributes like Fixed Number (n), Fraction (F) , 

threshold (t) etc. These methods are used on a total of thirty five 

datasets with four classifiers (Naïve Bayes, kNN, C4.5, ANN). 

There are useful recommendations, if 

the experiments were also extended to 

high dimensional dataset and covered 

unsupervised problems, the results 

would have been more useful. 

Our Review 

Analysis on similarity of 4-6 scores. ( Chi Square, Mutual Information, 

Information Gain ,  Symmetrical Uncertainty , Linear Correlation, t – 
statistic) 

Analysis of commercial adoption ( SAS, SPSS, Oracle Data Miner, Sql 

Server Analysis Service) 
Listing of problems solved across business as well as technical 

domains 

We would further want to do many 
more empirical studies, to arrive at 

thumb rules, threshold values. 

We would like to extend to other areas 
like association, time series. 

 

III. A PERSPECTIVE ON COMMERCIAL ADOPTION 

We looked at four commercial tools (SAS, SPSS, 

Oracle Data Miner and SQL Server Analysis Service), 

among this four, SAS and SPSS are market leaders in this 

segment.  

SAS: As noted in [14], the primary methods are as 

follows apart from the “automatic selection” 

(i) Correlation Based: This can be used for variable 

selection, however the threshold is subjective.  This can 

be applied only on numeric data, tests only linear 

relationship and is univariate. 

(ii) Variable Clustering: This uses the concept of 

clustering features based on their similarity.  So highly 

correlated features are kept in one cluster and their 

correlation with features in other clusters is very low.  

Ultimately, one feature is selected from each cluster. It 

used a R square ratio between its own cluster and the 

other clusters. 

(iii) Variance Inflation Factor (VIF): This is an 

interesting concept, where one predictor variable is taken 

as a target and all other predictor variables are used to 

predict. Typically, variables with, high VIF is eliminated. 

𝑉𝐼𝐹 =  
1

1 − 𝑅𝑖
2 

 

𝑅𝑖
2 , denotes Coefficient of determination for the ith 

variable. 

SPSS:  SPSS uses a set of univariate for eliminating 

variables. Few of the methods are like:  

(i) Maximum percentage. of missing value. 

(ii) Maximum Percentage of records in a single 

category (If majority of the observations/cases fall into 

one class then that field won’t be of much importance) 

(iii) Maximum number of categories as a percentage of 

records (If a field has too many levels or categories, such 

as some of the categories have very small number of 

cases then again that filed won’t be of much importance). 

(iv) Minimum coefficient of variation and  

(v) Minimum standard deviation.  

Basically feature selection using SPSS Modeler is a 

three step process: (i) Screening (ii) Ranking and (iii) 

Selection. The ranking metrics may vary based on the 

nature of the data domain.  In Table 3 we summarize the 

same- 

 
Table 3. Different metrics/scores as used in SPSS. 

Types of Variable Metrics 

All Categorical, 

target categorical 

1) Pearson Chi Square 2) Likelihood-ratio 

Chi Square 3) Cramer’s V 4 ) Lambda 

Some Categorical, 

target categorical 

Pearson Chi Square 2) 

Likelihood-ratio Chi Square 

Categorical vs 

continuous 
F Statistic 

Both Continuous t-Statistic 

 
Oracle Data Miner: As observed in [15], feature 

selection is done by ranking the attributes. The metric 

that is used by oracle is Minimum description Length 

(MDL) for the same. In MDL, the feature selection is 

treated as a communication problem; a model is built 

with each predictor variable and the target. MDL 

penalizes the model for over-fitting or complexity. As 

observed by [7], MDL is based on operational definition 

of Ocaam’s Razor which states, given a choice between 

alternatives which have equivalent results, the one which 

is simpler should get the preference. 

SQL Server Analysis Service:  As noted in [16], 

features are scored and then a certain % is selected or 

number is selected. There are various methods available 

based on the type of the attributes, algorithm that is being 

used or the parameters of the model. There is a total of 

scores that are available. 
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Interestingness score: This is useful when all the 

features are non binary continuous numeric data. This is 

based on entropy and higher the score, higher the 

importance of the attribute. Interestingness score is given 

by  

Interestingness (Attribute) = - (m - Entropy(Attribute)) 

* (m - Entropy(Attribute)) 

Where Central entropy or m means the entropy of the 

entire feature set. 

The other methods used are Shannon's Entropy, 

Bayesian with K2 Prior and Bayesian Dirichlet 

Equivalent with Uniform Prior. All these three scoring 

methods are available for discrete and discretized 

attributes. 

So few things that we observe are: 

i. Most of the methods used by the commercial 

packages are univariate. 

ii. The outputs of most of them are based on ranks. 

iii. The various scores are based on information theory 

or statistics. 

iv. We also see, there are many of the popular 

methods , example using genetic algorithm , or a 

popular score Relief not being available in main 

stream data mining package. 

 

IV. DIFFERENT SCORES/METRICS FOR FEATURE SELECTION 

The most common scores and metrics that are used for 

ranking of variables can be broadly classified as either a 

statistical score or an information theory based score. In 

Table 4, we summarize the scores, in terms of their key 

assumptions, applicability for supervised, unsupervised, 

advantages, limitation and references of papers where it 

has been used. 

 
Table 4. Different feature selection scoring method 

Metrics 
Assumption/ 

Remarks 
Calculation 

Supervised/Unsupervised 

Univariate/Multivariate 

Numeric/Discrete/Qualitative 

Advantage Limitation 

Pearson’s 

Correlation  

Coefficient 

Relations between the 

variables are linear. 

 
∑ (𝑥𝑖 − 𝑥̅)(𝑦𝑖 − 𝑦̅)𝑛

𝑖=1

𝜎𝑥 𝜎𝑦 

 

Both Supervised and 

unsupervised. 

Works in univariate setting. 
Works only with numeric data. 

Very simple 

to interpret 

and 
implement. 

 Works only 
on numeric 

attributes. 

 Can detect 
linear 

relationship. 

CFS 

(Correlation 

based feature 

selection 

Proposed in [7], this is 

based on the fact, the 
most important 

attributes are correlated 

with the class and less 
with each other. 

Though it says, to be 

correlation, this is based 
on any of the 3 

measures. 

 Relief 
 Symmetrical 

Uncertainty 

 MDL 

 

𝑟
𝑧𝑐 = 

𝑘𝑟̅𝑧𝑖

√𝑘+𝑘∗(𝑘−1 )∗𝑟̅𝑖𝑖

 

Where rzc indicates 

worth of a features 
subset. 

rzc is the average of 

correlation between the 
features and the target. 

Variable. 

rii is the average inter-
correlation between the 

components. 

The one with highest 
rzc is selected. 

Supervised , Multivariate 

Works with all type of data. 

Simplicity 
of the 

theory. 

Does not work 

for 
unsupervised. 

To obtain the 

optimal feature 
set, we have to 

perform a search 

in the feature 
subspace which 

may not be 

required. 

t-statistics 

A null hypothesis is set 

up assuming that the 
regression coefficient is 

zero. We then calculate 

t-statistics based on the 
observed value of the 

sample. t–statistics is 

used to compute p-value 
which is the probability 

of the null hypothesis 
being true , given the 

data 

 

𝑡 =
(𝛽 − 𝛽0 )

𝑆. 𝐸
 

 

Applies only for numeric 

attributes and is a supervised 
technique. 

Theory is 

simple and 
robust. 

 

Information 

gain / 

Mutual 

Information 

Entropy based 

H(Class) + 

H(Attribute) - H(Class, 
Attribute) 

Supervised, work with all type 

of data. 
 

It is said to be 
biased towards 

features with 

more value. 

Gain ratio Entropy based 

(H(Class) + 
H(Attribute) - H(Class, 

Attribute)) / 

H(Attribute) 

Supervised, work with all type 

of data. 
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Metrics 
Assumption/ 

Remarks 
Calculation 

Supervised/Unsupervised 

Univariate/Multivariate 

Numeric/Discrete/Qualitative 

Advantage Limitation 

Symmetrical 

uncertainty 
Entropy based 

2 * (H(Class) + 

H(Attribute) - H(Class, 

Attribute)) / (H(Attribute) + 
H(Class)) 

Supervised, work with all type 

of data. 
 

Symmetrical 

uncertainty gets over 

the limitation of 
mutual information. 

Crammer’s V 

Class separation 

based on 
features. 

 

√
𝜒2

𝑁(𝐾 − 1)
 

N : Total no of observation 

K: No of features, or no. of 

instances whichever is less. 

𝜒2 is given as 

 

∑ 𝑛𝑘(𝜇𝑘 
𝑗

−  𝜇𝑗)2𝑐
𝑘=1

𝜎𝑗
2  

Where k denotes the class 
and j denotes the feature. 

Similar to Fisher Score 

Supervised, work with all type 

of data. 
 

There is a criticism 

when this is applied 

on high dimensional 

datasets. 

Works only in 
supervised setting. 

 

V. SHORT REVIEW OF APPLICATION DOMAINS 

Feature selections have found its application across 

various domains and have been used to resolve numerous 

business problems. In Table 5, we summarize few such 

application areas. For classifying the problems into sector 

or area, we either use business domains like banking and 

finance, insurance, medical and bio informatics etc, or 

some very typical problems like customer relationship 

management or unstructured data handling, which is kind 

of a horizontal that cuts across all the business domains. 

In Table 5 we highlight different areas of application. 

The objective was to share the wide range of application 

and problem domains, rather than a narrow one with 

respect to a particular domain.  Citation and relevance 

also played a role in listing of the domains along with the 

problems. 

 

 
Table 5. Listing of problems addressed across application and problem domain through feature selection 

Problem Application / Business Domain Reference 

Electricity Price Forecasting Power Sector [17] 

Bankruptcy Prediction 

Stock market price index prediction 

predict the trend of stock markets 

Stock Price Prediction 

Banking and Finance Sector [18],[19],[20],[21] 

Insurance risk Classification Insurance [22] 

Parkinson's disease , 

Medical Diagnosis of Cardio vascular disease, 

Cancer Diagnosis 

Prediction of antimicrobial peptides (Natural anti biotic) 

Breast cancer diagnosis 

Early detection of the Alzheimer's disease 

Brain tumor detection 

Medical Science, Bioinformatics [23],[24],[25],[26],[27],[32] 

Sentiment Analysis in multiple language 

Text Clustering 

Text Classification 

Emotion recognition from speech 

Spam Filtering 

Unstructured data  

( Image , Audio ,Video, text ) 
[28],[29],[30],[31] 

Software Effort Estimation 

Software fault prediction 
Software Engineering 

[33].[34] 
 

Classification of power system disturbances Power Sector [35] 

Intrusion Detection Network Security [36],[37],[38] 

Human identification by gait Computer Vision [39] 

 

While we look at the application domains, two 

domains that stand out in terms of number and variety of 

application are unstructured data and bioinformatics and 

medical application, the common linkage that can’t be 

missed is high dimensionality of both these domains.  
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VI. EXPERIMENT SETUP AND RESULTS 

In this section, we list down our approach on the 

experiment, and discuss results.  We confine our 

experiments in feature selection using scoring methods; 

the methods employed are univariate. We mainly use 

Chi-square (similar to fisher score) and information 

theoretic measures (information gain, mutual information, 

symmetrical uncertainty) for ranking of the features. 

Additionally when all the variables (predictors and target) 

are numeric we have used t-statistics and liner correlation 

for the same.  We use Spearman’s rank correlation to 

compare similarity of two methods.  For Classification 

we have used SVM, Decision Tree and Naïve Bayes.  For 

regression, we have used linear models. The datasets are 

from UCI Machine Learning Repository [40]  

The hardware and software used are as follows:-  

Processor: Intel® Core™ Duo CPU T6400 @ 2.00 

GHZ 

RAM: 4 GB 

OS: Windows 7 Ultimate SP1 

R: Version 2.15.3 [41] 

The experiment has four tracks: 

A. Track I: We look at high dimensionality domains like 

text. 

B. Track II: We look at small to medium size dataset for 

Classification. 

C. Track III: We look at small to medium size dataset for 

regression. 

D. Track IV: We look at unsupervised tasks like 

clustering. 

Track I: High Dimensionality  

The dataset is used is as following: 

 
Table 6. Dataset details for Track I. 

Dataset Features No. of Instance No. of Classes 

CNAE-9 856 1080 9 

 

Both Chi square and information gain selects same set 

of 83 attributes, below table summarizes the feature 

selection. Attributes with non zero values have only been 

selected; the dataset available as a term document matrix 

and it uses binary weights. 

 
Table 7. # Selected features by different methods 

Dataset Features Selecting using Chi.sqaure Selecting using Information Gain Spearman rank Correlation 

CNAE-9 856 83 83 99 

 

In Table 8 we summarize results from classification 

with respect to accuracy, 30% data is used as holdout. 

 
Table 8. Text Classification Result 

Dataset 

Naïve Bayes SVM Decision Tree 

With All 

Features 

With Selected 

Features 

With All 

Features 

With Selected 

Features 

With All 

Features 

With Selected 

Features 

CNAE-9 53.08% 59.56% 92.28% 87.65% 35% 51% 

 

So what we observe is that for classifiers like SVM, 

even seemingly redundant attributes can give better result, 

where as classifiers like Naïve Bayes and decision tree 

where the classification accuracy is initially low, with 

feature selection there is improvement. For more, 

interested readers we would point them to [44], where we 

have further extended the empirical study on text 

classification. 

Track II: Small and Medium Size datasets for 

Classification 

Table 9, describes the various datasets that we have 

used here. The characteristics of the classes are as 

follows: 

i. Iris, Wine, Seeds are all numeric predictors , with 

equal distribution. 

ii. Glass and Ecoli have high class skew. 

iii. Car is a dataset with categorical attributes. 

Table 9. Dataset Details for track II. 

Dataset Features No. of Instance No. of Classes 

Iris 4 150 3 

Wine 13 178 3 

Seeds 7 210 3 

Glass 9 214 7 

Ecoli 7 336 8 

Car 6 1728 4 

Ionosphere 34 351 2 

 

In Table 10, we compare the four measures we 

discussed for a normal classification problem and also 

highlight similarity of the results from these methods. Iris 

and car have been marked ‘NA’ as essentially all the 

measures concur on ranking, resulting in all paired rank 

correlations having value of 1. 

 
Table 10. Comparison of feature selection methods based on Spearman’s rank correlation 

Dataset 
Most 

Agreeing scores 
Least 

Agreeing Score 
Score with 

highest Correlation 
Score with 

lowest Correlation 

Iris NA NA NA NA 
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Dataset 
Most 

Agreeing scores 

Least 

Agreeing Score 

Score with 

highest Correlation 

Score with 

lowest Correlation 

Wine 
Information Gain and 

Symmetrical Uncertainty 
Information Gain 
and Gain Ratio 

Symmetrical 
Uncertainty 

Gain ratio 

Seeds 
Chi.Square and 

Symmetrical Uncertainty 

Information Gain 

and Gain Ratio 

Symmetrical 

Uncertainty 
Information gain 

Glass 
Information Gain and 

Symmetrical Uncertainty 

Chi square with Information Gain 

and Symmetrical Uncertainty 

Symmetrical Uncertainty, 

Information Gain 
Chi Square 

Ecoli Chi Square & gain ratio 
Chi Square and Information Gain 

and symmetrical Uncertainty 
All other three Chi Square 

Car NA NA NA NA 

Ionosphere 
Information Gain 

and Chi Square 
Chi Square and gain ratio Symmetrical Uncertainty Gain Ratio 

 

In figure three, similarity or average agreeableness of 

the methods as an average of individual rank correlations.  

In Figure Four we show all the possible combination of 

pair wise similarity expressed in terms of rank correlation. 

 

Fig. 3. Summary of Pair wise similarity based on the dataset 

 

Track III: Regression 

Track III is almost similar to track II. Additionally we 

compare t – statistics and linear correlation here, as the 

target attribute in this case is numeric. In Table 11 we 

summarize the datasets that have been used. 

 

Table 11. Dataset Details for track III. 

Dataset Features No. of Instances No. of Classes 

CPU 6 209 NA 

Concrete 8 1030 NA 

Yachat 6 364 NA 

 

 

Fig. 4. All Pair-wise similarities. Between different methods 

 

For regression tasks, on contrary to classification, the 

ranks are widely varying. Some of the correlations are 

even coming as negative. Example for the CPU dataset, 

Chi square has a negative correlation of as high as -0.88 

with information gain. For CPU, out of six we choose top 

four (When we fitted the linear model, only for 4 

variables p-value was sufficiently small), we used this as 

a basis of the choice. 

 
Table 12. Dataset Details for track III 

Dataset 
Most 

Agreeing scores 
Least 

Agreeing Score 
Score with 

highest Correlation 
Score with 

lowest Correlation 

CPU 
Gain Ratio 

and Chi Square 
Information Gain 
and Chi Square 

Linear Correlation Chi Square 

Concrete 
Information gain and 

symmetric uncertainty 
Gain ratio 

and Chi Square 
Information gain and 

symmetric uncertainty 
Gain Ratio 

Yachat 
Information gain and 

symmetric uncertainty and Chi Square 

Gain ratio 

and Correlation 

Information gain and 

symmetric uncertainty and Chi Square 
Gain Ratio 

 

Track IV: Clustering 

We do not follow a much formalized method for 

clustering, which we intend to cover in our future work.  

The intention is to explore the challenges in clustering. 

We use supervised datasets; hence for comparing the 

results we use a supervised measure, purity of cluster 

validity. There is an elaborate framework proposed in[43] 

which discusses new methods like sparse k-means and 

sparse hierarchical clustering which is tuned for sparse 

large dimensional dataset and offers much better result 
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than traditional k-means. Through our experiments we 

actually want to highlight how traditional ways won’t 

work in a small dataset and it needs some additional 

consideration. 

Below is a definition of purity as a supervised cluster 

validity measure. 

Purity: pij is defined as the probability of a member of 

cluster i belongs to class j, given by mij  / mi ,  where mij 

and mi are counts as appropriate. Now purity of a cluster i 

is given by  𝑝𝑖 = 𝑚𝑎𝑥𝑗  𝑝𝑖𝑗  the overall purity is given 

by  .∑
𝑚𝑖

𝑚
∗  𝑝𝑖

𝑘
𝑖=1  

The fundamental assumption is that we will eliminate 

attributes having very high correlation with one or 

multiple attributes and preserve the ones which are 

mostly unrelated. 

 
Table 13. Dataset Details for track IV 

Dataset Features 
No. of 

Instance 

No. of 

Classes 

Type of 

Attribute 

Iris 4 150 3 Numeric 

Seeds 7 210 3 Numeric 

 

We use the variance inflation factor (VIF) for this 

purpose, and if we follow the below table we should first 

eliminate petal length, it is clearly intuitive as close to 97% 

of the variable is explained by other three , on similar 

ground sepal width appears to be most novel. 

 
Table 14. VIF Details for IRIS and Seeds datasets. 

Attribute R Square VIF  Attribute R Square VIF 

Petal Length 0.9674 30.67485  Area 0.9985 666.6667 

Petal Width 0.9366 15.77287  Perimeter 0.9983 588.2353 

Sepal Width 0.51 2.040816  Compactness 0.9447 18.08318 

Sepal Length 0.8557 6.930007  Lengthofkernel 0.9791 47.84689 

    Widthofkernel 0.9904 104.1667 

    asymmetrycoefficient 0.2634 1.357589 

    lengthofkernelgroove 0.9152 11.79245 

 

Table 15. Purity of Iris dataset, with various feature sets 

Dataset Purity with all attributes Purity after removing Petal Length Purity with Petal Length and Petal Width 

iris .89 .83 .95 

 

So actually, if we have followed the fundamental 

assumption we would have eliminated petal length and 

petal height at the starting combination of which actually 

gives the best cluster validity measure. Similarly with 

seeds, area seems to be the one feature most explained by 

other attributes and asymmetry coefficient seems to be 

most unrelated and hence most novel. Below table gives 

purity of seeds dataset with all attributes, all attributes 

except area, all attributes except asymmetric coefficient. 

 
Table 16. Purity of Seeds, with various attribute combinations 

Dataset Purity with all attributes Purity after removing area Purity after removing asymmetric coefficient 

Seeds 0.90 0.87 0.85 

 

Linear Correlation and Information Gain also agree to 

the same ordering of the attributes. What we observe here 

is simple, inter correlation is not enough for Clustering 

and there is a need to work with other characteristics of 

the data like skew of individual attributes, the overall 

distribution of the data to name a few.  

 

VII. CONCLUSION 

Feature selection as a problem is here to stay with the 

proliferation of variety, volume and velocity of the data. 

While there have been many surveys and empirical 

evaluations in this domain, our unique contributions is a 

review from a commercial side and in depth review of the 

problems that have been solved across business and 

technical domains using feature selection. We also 

present a similarity analysis of the feature selection 

scores. We observe the application domains for feature 

selection are vast, with more stress on large dimensional 

problems like text or bioinformatics.  While there have 

been many types of methods available, in our analysis of 

commercial software (not open source ones) we found 

methods used in practice are mostly filter methods using 

univariate ranking. We conducted our experiment in four 

tracks. In text classification, SVM had a superior 

performance in the original feature set itself and there 

was a drop in the reduced feature set. For other classifiers 

like Naïve Bayes and Decision Tree , where initial 

performance was not very good , there was a significant 

improvement with reduced feature set. A point to 

mention is , the reduction in case of a text dataset 

expressed in terms of a term documents matrix,  was very 

significant. We used feature selection on various datasets. 
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We compared next four measures chi square, information 

gain, gain ratio, symmetrical uncertainty. We used 

Spearman’s rank correlation coefficient to compute 

similarity between the results.  While there was a general 

agreement between the methods for some of the datasets, 

the similarity value is as low as 0.14 for some of them. A 

further analysis in terms of classification accuracy, in 

terms of highly disagreeing scores can be done. We 

would recommend symmetrical uncertainty to be the 

preferred one, with most agreement with other scores and 

recommend against using gain ratio with least agreement 

with others.  We also looked at few datasets where the 

target variable is a continuous variable and is a regression 

problem; the gain ratio remains the one with lowest 

agreement. For unsupervised learning, we demonstrated 

with couple of datasets, why still it is a more difficult 

problem,  in spite of some features looking completely 

redundant , removal of the attributes result in poor cluster 

quality. There are much more work to be done in 

unsupervised area, association and time series. We need 

to use other attributes like class skew, individual attribute 

skew and any other relevant characteristics into 

consideration, for feature selection. Also, a study on 

threshold value of the scores needs to be done to come up 

with benchmarks.  
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